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Foreword 

Content analysis has a history o f more than 50 years o f use i n communica­
t ion , journalism, sociology, psychology, and business. Its methods stem 

primarily f rom work i n the social and behavioral sciences, but its application 
has reached such distant areas as law and health care. I've been involved with 
studies using the various methods of content analysis for a quarter century. 
Over that t ime, many things have changed, and others have remained amaz­
ingly constant. We now use computers to organize and analyze messages and 
to conduct statistical analyses wi th great speed. Yet studies are still often con­
ducted wi th little attention to theory or rigorous methods. W i t h regard to 
content analysis, there seems to be a widespread but wrongheaded assumption 
that "anyone can do i t " w i t h no training, and there also seems to be another 
common misperception that any examination of messages may be termed a 
content analysis. There is a need for a clear and accessible text that defines the 
rules o f the game and lays out the assumptions of this misunderstood quantita­
tive research technique. 

Forged through my own experiences as a coder, principal investigator, or 
advisor for at least 100 content analyses, I have developed a clear view of what 
content analysis can be when practiced wi th a "high bar." I n my work, I have 
maintained a commitment to the centrality of content analysis to communica­
t ion research and devoted my efforts to elevating the standards for content 
analysis. This book was written w i t h two somewhat contradictory goals—to 
combine a strong scientific approach and high methodological standards wi th 
a practical approach that both academics and industry professionals w i l l find 
useful. Five Resources provide the reader w i t h guides to message archives and 
comparisons o f text analysis computer programs. Other support materials can 
be found at the book's Web site, The Content Analysis Guidebook Online—for 
instance, sample codebooks, coding forms, dictionaries, bibliographies, and 
more information o n archives and computer text programs (see Resource 5 ). 
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This book is designed for upper-level undergraduates and graduate stu­
dents studying communication, sociology, psychology, and other social sci­
ences. I t should also be useful to academics and practitioners in such related 
areas as marketing, advertising, journalism, film, literature, public relations 
and other business-related fields, and all other areas that are concerned wi th 
the generation, flow, and impact o f messages. 



Acknowledgments 

This book is the culmination of more than 20 years of research and teaching 
involving the method of content analysis. I owe a debt o f gratitude to so 

many people whom I have encountered along the way. 
First, special thanks go to Bradley Greenberg and M . Mark Miller for 

granting me the initial opportunities at Michigan State University that have 
led to my expertise i n the methodology o f content analysis. 

I ' d like to acknowledge the influence of my long-time Cleveland State 
University colleagues Sid Kraus, Sue H i l l , David A t k i n , and Leo Jeffres, whose 
encouragement and guidance i n the circuitous process o f drafting the book 
proposal and obtaining a publisher were vital. 

The wr i t ing o f this book sometimes required specialized knowledge be­
yond my experience. For generously providing support in their respective ar­
eas of expertise, sincere thanks go to Ellen Quinn, Lida Allen, Edward L . Fink, 
Tamara Rand, Rick Pitchford, George Ray, Vijaya Konangi, Eric Megla, and 
Steve Brctmersky. ; 

Thanks go also to my manuscript reviewers and proofreaders—Deanna 
Caudill, Joe Sheppa, Jim Brentar, Jean Michelson, D . J. Hulsman, Jack 
Powers, Fariba Arab, Dorian Neuendorf, and the three fabulous anonymous 
Sage reviewers. Their critical and creative comments have resulted in a 
much-improved text. A n d 1 wish to acknowledge my content analysis students 
whose successes and frustrations have helped shape this book—Shawn 
Wickens, Ryan Weyls, Mike Franke, Debbie Newby, Dan Chuba, Mary 
Miskovic, Brenda Hsien-Lin Chen, Tracy Russell, Patinuch Wongthongsri, 
John Naccarato, Jeremy Kbit , Amy Capwell, Barb Brayack, James Allen Ealy, 
and A n n Marie Smith. • 

To those in the content analysis research community who have been nota­
bly generous w i t h their time and in their willingness to share resources, I want 
to express heartfelt thanks—Joe Woelfel, Bi l l Evans, M . Mark Miller , Ken 



xvüi THE CONTENT ANALYSIS GUIDEBOOK 

Liricowski, Ann Marie Smith, Cynthia Whissell, Matthew Lombard, Cheryl 
Campanella Bracken, John Naccarato, Kathleen Carley, Harald Klein, Ian 
Budge and colleagues, and Mark West. 

The professional staff at Sage Publications has been extremely helpful. 
Thanks go to Margaret Seaweil for her solid advice in formulating the project, 
Alicia Carter and Claudia Hoffman for their guidance through the editorial 
process, and Marilyn Power Scott for her incisive editing skills (her stamp is 
most definitely on the final text) and her patience through the final edit. 

A n d special thanks go to my colleague and co-author Paul D . Skalski, 
whose contributions to the development of this text are far too numerous to 
itemize. His abilities, enthusiasm, and support have been essential to the com­
pletion o f this text. 



C H A P T E R 

Content analysis is perhaps the fastest-growing technique i n quantitative 
research. Computer advances have made the organized study of messages 

quicker and easier... but not always better. This book explores the current op­
tions i n the analysis o f the content o f messages. 

Content analysis may be briefly defined as the systematic, objective, quan­
titative analysis of message characteristics. I t includes the careful examination 
of human interactions; the analysis o f character portrayals i n T V commercials, 
films, and novels; the computer-driven investigation of word usage in news re­
leases and political speeches; and so much more. Content analysis is applicable 
to many areas of inquiry, wi th examples ranging from the analysis of naturally 
occurring language (Markel, 1998) to the study o f newspaper coverage o f the 
Greenhouse Effect (Miller, Boone, & Fowler, 1992) and from a description o f 
how the two genders are shown on T V (Greenberg, 1980) to an investigation 
of the approach strategies used i n personal ads (Kolt , 1996). Perhaps, one o f 
the more surprising applications is Johnson's (1987) analysis o f Porky Pig's 
vocalics from a clinical speech therapy standpoint. He examined 37 cartoons, 
finding that the per-cartoon stuttering ranged from 11.6% to 51.4% o f words 
uttered, and certain behaviors were associated w i t h the stuttering (e.g., eye 
blinks, grimaces). I f you are unfamiliar w i t h the range of content analysis ap­
plications, Chapter 9 presents an overview o f the major areas of study—the 
main "contexts" of content analysis research. 

The various techniques that make up the methodology o f content analysis 
have been growing i n usage and variety. I n the field o f mass communication re­
search, content analysis,has been the fastest-growing technique over the past 
20 years or so (Riffe 8c Freitag, 1997; Yale & Giily, 1988). Perhaps, the great­
est explosion in analysis capability has been the rapid advancement i n com­
puter text content analysis software, w i t h a corresponding proliferation o f on­
line archives and databases (Evans, 1996). There has never been such ready 
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access to archived textual messages, and it has never been easier to perform at 
least bask analyses w i t h computer-provided speed and precision. This book 
wil l explore the expansion and variety o f the techniques o f content analysis. 

I n this chapter, we wi l l follow the development of a ful l definition o f con­
tent analysis—how one attempts to ensure objectivity, how the scientific 
method provides a means o f achieving systematic study, and how the various 
scientific criteria (e.g., "reliability, validity) are met. Furthermore, standards 
are established, extending the expectations of students who may hold a prior 
notion of content analysis as necessarily "easy." 

I s C o n t e n t A n a l y s i s " E a s y " ? 
I s I t S o m e t h i n g T h a t A n y o n e C a n D o ? 

There seem to be certain common misconceptions about the method o f con­
tent analysis: Conducting a content analysis is substantially easier than con­
ducting other types o f research, content analysis is anything a scholar or stu­
dent says k is, and anyone can do i t without much training or forethought. I t 's 
also widely assumed that there is little reason to use content analysis for com­
mercial or nonacademic research. Unfortunately, these stereotypes have been 
reinforced by academic journals that too often fail to hold content analyses to 
the same standards o f methodological rigor as they do other social and behav­
ioral science methods, such as surveys, experiments, and participant observa­
t ion studies. Based on more than 20 years o f involvement in over 100 content 
analyses, 1 would like to dispel common myths about this method before pro­
viding a fu l l working definition. -

Myth 1 : Content analysis is easy. 

Truth: Content analysis is as easy—or as difficult—as the re­
searcher determines it to be. I t is not necessarily easier 
than conducting a survey, experiment, or other type of 
study. 

Although content analysis must conform to the rules o f good science, 
each researcher makes decisions as to the scope and complexity o f the con­
tent-analytic study. A n example o f a very l imited—and quite easy—content 
analysis is shown in the summary graph i n Figure 1 .1 , indicating how many 
prime-time network T V shows have dealt w i t h medical issues over a period o f 
38 years. The unit o f the analysis is the individual medically oriented T V pro­
gram, wi th three simple variables measured: (a) length o f show i n minutes, (b) 
whether the show is a drama or a comedy, and (c) the year(s) the program was 
aired. The raw data analyzed were listings i n a readily accessible source that 
catalogs all T V shows on the major networks since 1948 (Brooks 8c Marsh, 
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Bsl Comedy Medical Programming B Non-comedy Medical Programming 

Figure 1.1. Medical Prirrtetime Network Television Programming, 1951 to 1998 (number 
of hours per week) 

1999). Figure 1.1 reports the findings by quarter year in a basic bar graph, in­
dicating weekly total hours of prime-time network T V medical programming. 
By any assessment, this analysis would be considered easy. Correspondingly, 
its findings are l imited i n breadth and applicability. The interpretations we can 
make from the figure are basic: Over a 40-year period, medical shows have 
filled only a small port ion of the prime-time period, averaging only about 4 
hours per week. This has varied little over the period of study. 

To make more of the findings, we must dig into the data further and exam­
ine the nature of the programs represented i n the bar graph. Then, we may 
identify essentially two eras o f T V health-related shows—the 1960s world o f 
physician-as-God medical melodramas (e.g., Ben Casey, Dr. Kildare) and the 
1970s-1990s era of the very human medical professional (e.g., St. Elsewhere, 
ER). Comedic medical shows have been rare, w i t h the most successful and en­
during among them b e i n g ' M * A * S * H . The 1990s included a potpourri o f 
novel medical genres, ranging f rom documentary-form shows, such as Rescue 
911, to historical dramas, such as Dr. Quinn, Medicine Woman, to science fic­
t ion (e.g., Mercy Point)., Notice that these more interesting findings go be­
yond the content analysis itself and rely on qualitative analyses. The very sim­
ple content analysis has, l imited utility. 

Near the tougher end of the easy-to-difficult continuum might be an am­
bitious master's thesis (Smith, 1999) that examined the gender role portrayals 
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o f women i n popular films from the 1930s, 1940s, and 1990s. The sampling 
was extremely problematic, given that no valid lists (i.e., sampling frames) o f 
top box office hits are available for years prior to 1939. For many years after 
that date, all that are available are lists o f the top five films. The researcher 
made the analysis even more difficult by deciding to measure 18 variables for 
each film and 97 variables for each primary or secondary character i n each film. 
Some o f the variables were untried in content analysis. For example, psycholo­
gist Eysenck's (1990) measures o f extraversión (e.g., sociable, assertive, sensa­
tion-seeking), typically measured on individuals by self-report questionnaire, 
were applied to film characters, wi th not completely successful results. One 
hypothesis, that female portrayals w i l l become less stereotypic over time, re­
sulted in the measurement and analysis o f 27 different dependent variables. 
W i t h four active coders, the study took 6 months to complete; i t was one o f the 
more difficult master's theses among its contemporaries and much more d i f f i ­
cult than many surveys and experiments. 

The mukifaceted results reflected the complexity and breadth o f the 
study. The results included such wide-ranging points as (a) across the decades 
(1930s, 1940s, 1990s), there were several significant trends indicating a de­
crease in stereotypical portrayals o f women i n films; (b) average body shape for 
women varied across the decades at a near-significant level, indicating a trend 
toward a thinner body shape; (c) screen women who exhibited more tradi­
tional sex-role stereotyping experienced more negative life events; (d) female 
characters who exhibited more male sex-role traits and experienced negative 
life events tended to appear in films that were more successful at the box office; 
and (e) screen women were portrayed somewhat more traditionally i n films 
w i t h greater female creative control (i.e., i n direction, wr i t ing , producing, or 
editing) (Smith, 1999). 

Myth 2 : The term content analysis applies to all examinations of 
message content. 

Truth: The term does not apply to every analysis of message con­
tent, only those that meet a rigorous definition. Clearly, 
calling an investigation a content analysis does not make it 
so. 

There are many forms of analysis—from frivolous to seminal—that may be 
applied to the human production of messages. Content analysis is only one 
type, a technique presented by this book as systematic and quantitative. Even 
i n the scholarly literature, some confusion exists as to what may be called a 
content analysis. O n a number o f occasions, the term has been applied errone­
ously (e.g., Council on Interracial Books for Children, 1977; DeJong 8c 
A t k i n , 1995; Goble, 1997; Hicks, 1992; Thompson, 1996), and at times, 
studies that warrant the term do not use i t (e.g., Bales, 1950; Fairhurst, Rog­
ers, 8c Sarr, 1987; Thorson, 1989). 
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A complete review of all the types o f message analysis that compete w i t h or 
complement content analysis is beyond the scope o f this volume. But the 
reader should become aware of some o f the main options for more qualitative 
analyses o f messages (Lindlof, 1995). One good starting point is Hijmans's 
(1996) typology of qualitative content analyses applied to media content (ac­
cording to the définitions presented i n this book, we would not include these 
qualitative procedures as content analysis). She presents accurate descriptions 
o f some o f the main qualitative analytic methods that may be applied to mes­
sages. Based on descriptions by Hijmans (pp. 103-104) and by Gunter 
(2000), they are as follows: 

Rhetorical Analysis 

For this historically revered technique, properties of the text (both words 
and images) are crucial. The analyst engages in a reconstruction of manifest 
characteristics o f text or image or both, such as the message's construction, 
form, metaphors, argumentation structure, and choices. The emphasis is not 
so much o n what the. message says as o n how the message is presented. There is 
detailed reading of fragments. There is an assumption that the researcher is a 
competent rhetorician. This technique has a very long history, w i t h its princi­
pal origins i n Greek philosophy (Aristotle, 1991), and is the legitimate fore­
bear o f many o f today's academic disciplines. Rhetorical analysis has been 
widely applied to news content, political speech, advertising, and many other 
forms of communication (McCroskey, 1993). 

Narrative Analysis 

This technique involves a description of formal narrative structure: Atten­
t ion focuses on characters—their difficulties, choices, conflicts, complica­
tions, and developments. The analyst is interested not i n the text as such but i n 
characters as carriers of the story. The analysis involves reconstruction o f the 
composition of the narrative. The assumption is that the researcher is a compe­
tent reader o f narratives. One of the most complex and interesting applications 
of this technique is Propp's exhaustive analysis o f Russian fairy tales (Propp, 
1968), which establishes common character roles (e.g., hero, helper, villain, 
dispatcher), an identifiable linear sequence o f elements i n the narrative (e.g., 
initial situation, absentation, interdiction), and particular functions i n the nar­
rative (e.g., disguise, pursuit, transfiguration, punishment). 

Discourse Analysis 

This process engages in characteristics o f manifest language and w o r d use, 
description o f topics i n media texts, through consistency and connection o f 
words to theme analysis of content and the establishment o f central terms. The 
technique aims at typifying media representations (e.g., communicator mo-
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tives, ideology). The focus is on the researcher as competent language user. 
Gunter (2000) identifies van Dijk's Racism and the Press, published in 1991, 
as a clear example of a large-scale discourse analysis. According to Gunter, van 
Di jk analyzes the "semantic macrostructures," or the overall characteristics o f 
meanings, wi th regard to ethnic minorities i n the news media (p. 88), conclud­
ing that minority groups are depicted as problematic. 

Discourse analysis has been a popular method for analyzing public com­
munication, wi th analyses ranging from the macroscopic to the very micro­
scopic. Duncan ( 1996) examined the 1992 New Zealand National Kindergar­
ten Teachers' Collective Employment Contract Negotiations and identified 
two discourses—"Children First" and "For the Sake of the Chi ldren." Both 
discourses were evident in arguments used by each side i n the labor negotia­
tions, in arguments for teacher pay and benefits by the teachers' representa­
tives, and in arguments against such expenditures by employers and govern­
ment reps. Duncan's article presents numerous direct quotes from the 
negotiations to support her point o f view. Typical o f this method, she points 
out that her analysis "is one reading o f the texts, and that there w i l l be numer­
ous other readings possible" (p. 161). 

Structuralist or Semiotic Analysis 

The focus here is on deeper meanings o f messages. The technique aims at 
deep structures, latent meanings, and the signifying process through signs, 
codes, and binary oppositions. Interpretations are theoretically informed, and 
assertions are made on central themes i n culture and society. BJietorical or nar­
rative analysis can be preliminary to this process. The assumption is that the re­
searcher is a competent member o f the culture. (See also Eco, 1976.) 

Semiotics has been a valuable technique for examining cultural artifacts. 
Christian Metz's (1974) classic text, A Semiotics of the Cinema, applies the 
wide range o f semiotic techniques to the specific medium o f narrative film. He 
provides a "syntagrnatic" analysis of the French film, Adieu Philippine, i n d i ­
cating the structure of the film in shots, scenes, sequences, and the like. He 
also offers a detailed semiotic analysis of the self-reflexive " m i r r o r construc­
t i o n " o f Federico Fellini's semiautobiographical film, 8-1/2. 

Interpretative Analysis 

The focus o f this technique is on the formation o f theory from the obser­
vation o f messages and the coding o f those messages. W i t h its roots in social 
scientific inquiry, it involves theoretical sampling; analytical categories; cumu­
lative, comparative analysis; and the formulation o f types or conceptual cate­
gories. The methodology is clearly spelled out , but i t differs f rom scientific i n ­
quiry i n its wholly qualitative nature and its cumulative process, whereby the 
analyst is i n a constant state o f discovery and revision. The researcher is as­
sumed to be a competent observer. 
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Many of the systems of analysis developed by these methods are empirical 
and detailed and in fact are more precise and challenging than most content 
analyses (e.g., Propp, 1968)..With only minor adjustment, many are appropri­
ate for use in content analysis as well (e.g., Berger, 1982,1991). 

I n addition to these qualitative message analysis types reviewed by 
Hijmans (1996), several others deserve mention. 

Conversation Analysis 

Conversation analysis is a technique for analyzing naturally occurring con­
versations, used by social scientists in the disciplines of psychology, communi­
cation, and sociology (Sudnow, 1972). The procedure has been described as a 
"rigorously empirical approach which avoids premature theory construction 
and employs inductive methods . . . to tease out and describe the way i n which 
ordinary speakers use and rely on conversational skills and strategies" (Kottler 
8c Swartz, 1993, pp. 103-104). Most typically, i t relies on transcribed conver­
sations. The technique generally falls wi th in the rubric o f ethnomethodology, 
scholarly study in which the precise and appropriate methods used emerge 
from wi th in the process of study, w i t h the clearly subjective involvement of the 
investigator. Examples o f its applications have included an analysis of doc­
tor-patient interaction (Manning 8c Ray, 2000) and an in-depth analysis o f a 
notorious interview of Vice President George Bush by television reporter Dan 
Rather as they jockeyed for position in order to control the flow of a " t u r b u ­
lent" interview (Nofsinger, 1988/1989). 

Critical Analysis 

Critical analysis, often conducted i n a tradition of cultural studies, has 
been a widely used method for the analysis of media messages (Newcomb, 
1987). The area of film studies provides a good example o f a fully developed, 
theoretically sound literature that primarily uses the tools of critical analysis 
(e.g., Lyman, 1997). Eor example, Strong's (1996) essay about how Native 
Americans are " imaged" in two mid-1990s media forms—Disney Studio's 
Pocahontas and Paramount's The Indian in the Cupboard—is influenced 
heavily by her own roles as mother, musician, American raised during a period 
when "playing Indian" was a childhood rite o f passage, and anthropologist 
long interested in White America's representations o f Native Americans. She 
acknowledges these various roles and perspectives, provides precise details to 
back her assertions (including many lines and song lyrics from the movies), 
and gives summative statements that bring the details into line w i t h cultural 
frameworks. For example, she concludes that "Disney has created a New Age 
Pocahontas to embody our millennial dreams for wholeness and harmony, 
while banishing our nightmares of savagery without and emptiness w i t h i n " 
(p. 416). 
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Normative Analysis 

Some analyses are explicitly normative or proscriptive. For example, a 
guide to Stereotypes, Distortions and Omissions in U.S. History Textbooks: A 
Content Analysis Instrument for Detecting Racism and Sexism (Council on I n ­
terracial Books for Children, 1977), compiled by 32 educators and consul­
tants, provides checklists for history textbook coverage o f African Americans, 
Asian Americans, Chicanos, Native Americans, Puerto Ricans, and women. 
For each group, an instrument is presented w i t h criteria for parents and teach­
ers t o use when examining children's history texts. For instance, i n the Native 
American checklist, the following criteria are included: "The myth of'discov­
ery' is blatantly Eurocentric," "War and violence were not characteristic o f 
Native nations," "The Citizenship Act o f 1924 was not a benevolent action," 
and "The B I A [Bureau o f Indian Affairs] is a corrupt and inefficient bureau­
cracy controlling the affairs o f one mil l ion people" (pp. 84-85). The guide is 
certainly well intended and a powerful tool for social change. I t does not, how­
ever, fit most definitions o f content analysis. 

Similarly, i n their article, "Evaluation Criteria and Indicators of Quality 
for Internet Resources," Wilkinson, Bennet, and Oliver (1997) offer a list o f 
125 questions to ask about a Web site. Their goal is to pinpoint characteristics 
that indicate accuracy o f information, ease o f use, and aesthetic qualities of 
Internet material. The work is a normative prescription for a " g o o d " Web site. 
Although they call their proposal a content analysis, i t does not meet the defi­
ni t ion given in this book. 

I n another case o f normative recommendations for message content, 
Legg (1996) proposes that commercial films are an important venue for the 
exploration o f religion i n American culture, and she provides tips to religious 
educators for using movies in teaching. She contends that " i n forms like con­
temporary films we can see the very pertinent questions w i t h which our cul­
ture is really wrestling" (p. 401) and urges religious educators not to l i m i t 
their use o f film to explicitly religious films, such as The Ten Commandments or 
Agnes of God. Equally useful might be explorations o f manifestations of good 
and evil i n Batman or a discussion of dimensions o f friendship, aging, South­
ern ethos, prejudice, and family i n Driving Miss Daisy (p. 403). Such detailed 
analyses have obvious ut i l i ty ; however, this process does not attempt to 
achieve objectivity, as does a content analysis. 

Myth 3 : Anyone can do content analysis; it doesn't take any special 
preparation. 

Truth: Indeed, anyone can do i t . . . but only with training and 
with substantial planning. 

While the person who designs a content analysis must have some special 
knowledge and preparation, a central notion in the methodology o f content 
analysis is that ©//people are potentially valid "human coders" (i.e., individuals 
who make judgments about variables as applied to each message uni t ) . The 
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coding scheme must be so objective and so reliable that, once they are trained, 
individuals from varied backgrounds and orientations wi l l generally agree i n 
its application. 

Clearly, however, each coder must be proficient i n the language(s) of the 
message pool. This may require some special training for coders. To analyze 
natural speech, coders may actually need to learn another language or be 
trained i n the nuances o f a given dialect. Before coding television or film con­
tent, coders may have to learn about production techniques and other aspects 
o f visual communication. To code print advertising, coders may need to learn 
a bit about graphic design. A l l this is i n addition to training with the coding 
scheme, which is a necessary step for all coders. 

For analyses that do not use human coders (i.e., those that use computer 
coding), the burden rests squarely on the researcher to establish complete and 
carefully researched dictionaries or other protocols. Because the step o f mak­
ing sure coders can understand and reliably apply a scheme is missing, the re­
searcher needs to execute additional checks. Chapter 6 presents some notions 
on how this might be done. 

Myth 4 : Content analysis is for academic use only. 

Truth: Not. 

The vast majority o f content analyses have been conducted by academics 
for scholarly purposes. However, there has been growing interest among com­
mercial researchers and communication practitioners i n particular applica­
tions of content analysis. A law firm hired a respected senior professor to con­
duct content analyses o f news coverage o f their high-profile clients, to be used 
as evidence i n conjunction wi th a change-of-venue motion (i.e., excessive and 
negative coverage may warrant moving a court case to another city i n order to 
obtain a fair trial ; McCarty, 2001). In.response to criticisms, a Southern daily 
newspaper hired a journalism scholar to systematically document their cover­
age o f the local African American community (Riffe, Lacy, & Fico, 1998). The 
marketing research unit o f a large-city newspaper has begun the process of sys­
tematically comparing its own coverage o f regional issues w i t h that provided 
by local television news. Organizational communication consultants some­
times include a content analysis o f recorded messages (e.g., e-mail, memos) i n 
their audit of the communication flow i n the organization. A n d the clinical d i ­
agnostic tools o f criteria-based content analysis have been used i n 
nonacademic settings by psychologists and legal professionals. 

A S i x - P a r t D e f i n i t i o n o f C o n t e n t A n a l y s i s 

This book assumes that content analysis is conducted within the scientific 
method but wi th certain additional characteristics that place i t i n a unique po­
sition as the primary message-centered methodology. 
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Box 1 .1 Defining Content Analysis 

Some of the main players in the development of quantitative message analysis present 
their points of view: 

Berelson (1952, p. 18): Content analysis is a research technique for the objective, systematic, and 
quantitative description of the manifest content of communication. 

Stone, Dunphy, Smith, ScOgiivie (1966, p. 5, with credit given to Dr. OleHolsti): Content analy­
sis is any research technique for making inferences by systematically and objectively identifying 
specified characteristics within text. 

Carney (1971, p. 52): The general purpose technique for posing questions to a "communication" 
in order to get findings which can be substantiated. . . . [T]he "communication" can be any­
thing: A novel, some paintings, a movie, or a musical score—the technique is applicable to all 
alike and not only to analysis of literary materials. 

Rrippendorff (1980, p. 21): Content analysis is a research technique for making replicable and 
valid inferences from data to their context. 

Weber (1990, p. 9): Content analysis is a research method that uses a set of procedures to make 
valid inferences from text. 

Berger (1991, p. 25): Content analysis . . . is a research technique that is based on measuring the 
amount of something (violence, negative portrayals of women, or whatever) in a representative 
sampling of some mass-mediated popular art form. 

Riffe, Lacy, & Fico (1998, p. 20): Quantitative content analysis is the systematic and replicabie ex­
amination of symbols of communication, which have been assigned numeric values according to 
valid measurement rules, and the analysis of relationships involving those values using statistical 
methods, in order to describe the communication, draw inferences about its meaning, or infer 
from the communication to its context, both of production and consumption. 

This book: Content analysis is a summarizing, quantitative analysis of messages that relies on the 
scientific method (including attention to objectivity-intersubjectivity, a priori design, reliability* 
validity, generalizability, replicability, and hypothesis testing) and is not limited as to the types of 
variables that may be measured or the context in which the messages are created or presented. 

Content analysis is a summarizing, quantitative analysis of messages that 
relies on the scientific method (including attention to objectivity-
intersubjectivity, a priori design, reliability, validity, generalizability, 
replicability, and hypothesis testing) and is not limited as to the types o f 
variables that may be measured or the context i n which the messages are 
created or presented. 

Box 1.1 presents some alternative definitions of content analysis for comparison's 
sake. More details on this book's definition are presented in the discussion that 
follows. 

1 . Content Analysis as Relying on the Scientific M e t h o d 

Perhaps, the most distinctive characteristic that differentiates content 
analysis f rom other, more qualitative or interpretive message analyses is the at­
tempt to meet the standards o f the scientific method (Bird, 1998; Kiee, 1997); 
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by most definitions, i t fits the positivism paradigm of social research (Gunter, 
2000) 1 . This includes attending to such criteria as the following: 

Objectivity-Intersubjectivity 

A major goal o f any scientific investigation is to provide a description or 
explanation o f a phenomenon in a way that avoids the biases o f the investiga­
tor. Thus, objectivity is desirable. However, as the classic work, The Social Con­
struction of Reality (Berger 8c Luckman, 1966), points out, there is no such 
thing as true objectivity—"knowledge" and "facts" are what are socially 
agreed on. According to this view, all human inquiry is inherently subjective, 
but still we must strive for consistency among inquiries. We do not ask, "is it 
true?" but rather, "do we agree i t is true?" Scholars refer to this standard as 
intersubjectivity (Babbie, 1986, p. .27; Lindlof , 1995). 

Another set of terms sometimes used is the comparison between 
idiographic and nomothetic investigations. A n idiographic study seeks to fully 
describe a single artifact or case from a phenbmenological perspective and to 
connect the unique aspects of the case w i t h more general truths or principles. 
A nomothetic study hopes to identify generalizable findings, usually from 
multiple cases, and demands "specific and well-defined questions that in order 
to answer them i t is desirable to adopt standardized criteria having known . . . 
characteristics" (Te'eni, 1998). Idiographic study implies conclusions that are 
unique, nongeneralizable, subjective, r ich, and well grounded; nomothetic 
study implies conclusions that are broadly based, generalizable, objective, 
summarizing, and inflexible. 

An A Priori Design 

Although an a priori (i.e., "before.the fact") design is actually a part of the 
task o f meeting the requirement of objectivity-intersubjectivity, i t is given its 
own listing here to provide emphasis. Too often, a so-called content analysis 
report describes a study in which variables were chosen and "measured" after 
the messages were observed. This wholly inductive approach violates the 
guidelines o f scientific endeavor. Al l decisions on variables, their measure­
ment, and coding rules must be made before the observations begin. I n the 
case of human coding, the codebook and coding form must be constructed i n 
advance. I n the case o f computer coding, the dictionary or other coding pro­
tocol must be established a prior i . 

However, the self-limiting nature o f this "normal science" approach 
should be mentioned. As Kuhn's (1970) seminal work on paradigms has 
pointed out , deduction based on past research, theories, and bodies o f evi­
dence wi th in the current popular paradigm does not foster innovation. Con­
tent analysis has a bit o f this disadvantage, wi th the insistence that coding 
schemes be developed a priori . Still , creativity and innovation can thrive wi th in 
the method. As described in Chapter 5, a lot of exploratory work can and 
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should be done before a final coding scheme is "set in stone." The entire pro­
cess may be viewed as a combination of induction and deduction. 

Reliability 

Reliability has been defined as the extent to which a measuring procedure 
yields the same results on repeated trials (Carmines & Zeller, 1979). When hu­
man coders are used i n content analysis, this translates to intercoder reliability, 
or level of agreement among two or more coders. I n content analysis, reliabil­
ity is paramount. Without acceptable levels of reliability, content analysis mea­
sures are meaningless. Chapter 7 addresses this important issue in detail. 

Validity 

Validity refers to the extent to which an empirical measure adequately re­
flects what humans agree on as the real meaning o f a concept (Babbie, 1995, p. 
127). Generally, i t is addressed w i t h the question, "Are we really measuring 
what we want to measure? " Although j n content analysis, die researcher is the 
boss, making final decisions on what concepts to measure and how to measure 
them, there are a number of good guidelines available for improving validity 
(Carmines Sc Zeller, 1979). Chapter 6 gives a more detailed discussion. 

Generalizability 

The generalizability o f findings is the extent to which they may be applied 
to other cases, usually to a larger set that is the defined population f rom which a 
study's sample has been drawn. After completing a pol l o f 300 city residents, 
the researchers obviously hope to generalize their findings to all residents o f 
the city. Likewise, in a study o f 800 personal ads i n newspapers, Kolt (1996) 
generalized his findings to all personal ads i n U.S. newspapers i n general. He 
was i n a good position to do so because he (a) randomly selected U.S. daily 
newspapers, (b) randomly selected dates for specific issues to analyze, and then 
(c) systematically random sampled personal ads i n each issue. I n Chapter 4, the 
options for selecting representative samples from populations w i l l be pre­
sented. 

Replicability 

The replication o f a study is a safeguard against overgeneralizing the find­
ings o f one particular research endeavor. Replication involves repeating a 
study wi th different cases or in a different context, checking to see i f similar re­
sults are obtained each time (Babbie, 1995, p. 21). Whenever possible, re­
search reports should provide enough information about the methods and 
protocols so that others are free to conduct replications. Throughout this 
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book, the assumption is made that full reportage o f methods is optimal, for 
both academic and commercial research. 

As Hogenraad and McKenzie (1999) caution, content analyses are some­
times at a unique disadvantage wi th regard to replication. Certain messages 
are historically situated, and repeated samplings are not possible, as wi th their 
study o f political speeches leading up to the formation of the European Union. 
They propose an alternative—bootstrap replication—which compares and 
pools multiple random subsamples of the original data set. 

Hypothesis Testing 

The scientific method is generally considered to be hypothetko-deduc­
tive. That is, f rom theory, one or more hypotheses (conjectural statements or 
predictions about the relationship among variables) are derived. Each hypoth­
esis is tested deductively: Measurements are made for each o f the variables, and 
relationships among them are examined statistically to see i f the predicted rela­
tionship holds true. I f so, the hypothesis is supported and lends further sup­
port to the theory from which i t was derived. I f not , the hypothesis fails to re­
ceive support, and the theory is called into question to some extent. I f existing 
theory is not strong enough to warrant a prediction, a sort of fallback position 
is to offer one or more research questions. A research question poses a query 
about possible relationships among variables. I n the deductive scientific 
model, hypotheses and research questions are both posed before data are col­
lected. Chapter 5 presents examples of hypotheses and research questions ap­
propriate to content analysis. 

2. T h e Message as the U n i t of Analysis, 
the U n i t of Data Collection, or B o t h 

The unit i n a research study is the individual " t h i n g " that is the subject o f 
study—what or whom is studied. Frequendy, i t is useful to distinguish be­
tween the unit of data collection (sometimes referred to as the unit of observa­
tion; Babbie, 1995) and the unit of analysis, although in particular studies, 
these two things are often the same. The unit o f data collection is the element 
on which each variable is measured. The unit o f analysis is the element on 
which data are analyzed and for which findings are reported. I n most social 
and behavioral science investigations, the individual person is both the unit of 
data collection and the unit o f analysis. 

For example, when a survey of city residents is conducted to measure 
opinions toward the president and the mayor, let's say, the unit o f data collec­
t ion is the individual respondent—the person. That is, telephone interviews 
are conducted, and normally, each person responds alone. The variables (e.g., 
attitude toward the president, attitude toward the mayor, gender, age) are 
measured on each unit . The unit of analysis is also typically the individual per^ 
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son. That is, i n the data set, each respondent's answers w i l l constitute one line 
o f data, and statistical analyses w i l l be conducted on the data set, w i t h n equal­
l ing the number o f people responding. When "average rating o f confidence i n 
the president" is reported as 6.8 on a 0-to-10 scale, that's the mean based on n 
respondents. 

Sometimes, the unit o f data collection and the uni t o f analysis are not the 
same. For example, a study of marital discord may record interactions between 
married partners. The unit o f data collection may be the " t u r n " in verbal inter­
action; Each time an individual speaks, the tone and substance of his or her 
turn may be coded. However, the ultimate goal o f the study may be to com­
pare the interactions o f those couples who have received intervention counsel­
ing and those who have not. Thus, the unit o f analysis may be the dyad, pool ­
ing information about all turns and interactions for each married pair. 

I n content analysis, the unit of data collection or the uni t o f analysis—or 
both—must be a message unit. Quite simply, there must be communication 
content as a primary subject o f the investigation for the study to be deemed a 
content analysis. I n the marital-discord example just described, the unit of 
data collection is a message unit (an interaction turn) , and the unit o f analysis 
is not. I t may be called a content analysis. Chapter 4 provides more examples o f 
unitizing. 

3 . Content Analysis as Quantitative 

The goal o f any quantitative analysis is to produce countsoi key categories, 
and measurements o f the amounts of other variables (Edward L . Fink, per­
sonal communication, March 26,1999). I n either case, this is a numerical pro­
cess. Although some authors maintain that a nonquantitative (i.e., "qualita­
tive") content analysis is feasible, that is not the view presented i n this book. A 
content analysis has as its goal a numerically based summary o f a chosen mes­
sage set. I t is neither a gestalt impression nor a fully detailed description o f a 
message or message set. 

There is often confusion between what is considered quantitative and 
what is considered empirical. Empirical observations are those based on real, 
apprehendable phenomena. Accordingly, both quantitative and qualitative i n ­
vestigations may be empirical. What, then, is not empirical? Efforts to describe 
theory and conditions without making observations o f events, behaviors, and 
other "real" subjects, such as abstract theorizing, many aspects o f the disci­
pline o f philosophy, and (perhaps surprisingly) certain types o f scholarship i n 
mathematics (ironically, quite quantitative i n focus). M u c h o f the social and 
behavioral science literature is based on empirical work, which may be quanti­
tative or qualitative. 

I t should be made clear at the outset that this book takes the viewpoint 
that critical and other qualitative analyses that are empirical are typically ex­
tremely useful. They are capable o f providing a highly valid source o f detailed 
or "deep" information about a text. (Note that the term text is a preferred 
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term in many critical analyses and denotes not just written text but also any . 
other message type that is considered in its entirety. For example, the text of a 
film includes its dialog, its visuals, production techniques, music, characteriza­
tions, and anything else of meaning presented i n the film.) The empiricism of a 
careful and detailed critical analysis is one o f its prime strengths and may pro­
duce such a lucid interpretation o f the text as to provide us wi th a completely 
new encounter wi th the text-Such an analysis may bring us into the world o f 
the text (e.g., into what is called the diegesisof a film; "the sum o f a film's deno­
tation; the narration itself, but also the fictional space and time dimensions im­
plied i n and by the narrative, and consequently the characters, the landscapes, 
the events, and other narrative elements" [Metz , 1974, p. 98] ) . I t may i l lumi­
nate the intentions o f the source o f the text, or i t may allow us to view the text 
through the eyes o f others who may experience the text (e.g., as in providing 
an understanding o f a child's view o f the Tektubbies, something that may be es­
sential to a ful l appreciation o f such a child-centric television program). 

When approaching a text—a message or message set—the researcher 
needs to evaluate his or her needs and the outcomes possible from both quan­
titative (i.e., content analysis) and nonquantitative analyses. For example, to 
identify and interpret pacifist markers i n the film Saving Private Ryan, a crit i­
cal analysis, perhaps wi th a Marxist approach, is in order. To establish the prev­
alence o f violent acts in top-grossing films of the 1990s, a content analysis is 
more appropriate. The content analysis uses a broader brush and is typically 
more generalizable. As such, i t is also typically less in-depth and less detailed. 

The outlook of this book coincides nicely wi th the view presented by Gray 
andDensten (1998): "Quantitative and qualitative research may be viewed as 
different ways of examining the same research problem" (p. 420). This trian¬
gulation o f methods "strengthens the researcher's claims for the validity of the 
conclusions drawn where mutual confirmation o f results can be demon­
strated" (p. 420). I t is rare to find a single investigation that combines meth­
ods i n this way, but such triangulated studies do exist. One study examined 
storytelling i n Taiwanese and European American families, combining 
ethnographic fieldwork w i t h content-analytic coding o f audio and video re­
cordings o f naturally occurring talk i n the home (Miller, Wiley, Fung, 8c 
Liang, 1997). 

4 . Content Analysis as Summarizing 

As noted i n the previous point, a content analysis summarizes rather than 
reports all details concerning a message set. This is consistent w i t h the 
nomothetic approach to scientific investigations (i.e., seeking to generate 
generalizable conclusions), rather than the idiographic approach (i.e., focus­
ing on a ful l and precise conclusion about a particular case). 

The goal of some noncontent analysis message studies may be a type of 
microdocumenting, as in a syntagmatic approach to analyzing transcribed 
speech or written text (Propp, 1968). The computer program, N U D * I S T 
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(Non-Numerical Unstructured Data Indexing Searching and Theorising 
computer software; see also The Content Analysis Guidebook Online), is p r i ­
marily oriented to this type o f detailed markup, retrieval, and description o f 
textual content. I t is based on the organization of coded text via a system of 
concept nodes, grouped hierarchically in a tree structure, which is displayed by 
the program. Buston (1997) gives a cogent description o f the use o f 
N U D * I S T to organize and make sense of a set o f 112 interviews w i t h young 
people wi th chronic health problems (e.g., asthma). I n addition, Buston pro­
vides reflections on the ways i n which N U D * I S T affects qualitative methodol­
ogies, concluding that using N U D *IST "is not exactly the same as working us­
ing manual methods only." O n the positive side, i t speeds up mundane, 
routine tasks. O n the negative side, i t may lead to " 'coding fetishism,' index­
ing anything and everything obsessively and unnecessarily" (p. 12). 

Another program, HyperRESEARCH, a computer-assisted program for 
conducting qualitative assessments of multimedia, was demonstrated by 
Hesse-Biber, Dupuis, and Kinder (1997) to be useful for identifying and i n ­
dexing (what they term coding) a broad mix of photographs, text samples, au­
dio segments, and video segments. They also point out the program's uti l i ty i n 
searching and reporting based on the codes. Again, though, the emphasis is on 
cataloging discrete exemplars of desired content in a manner that makes their 
retrieval and comparison easy. Eor example, after indexing is complete, the re­
searchers might query tne program to produce all examples that have been 
tagged "expression o f self-esteem" (p. 7) . These cases may be examined and 
cross-indexed according to other characteristics, but the responsibility for 
making sense o f these interwoven networks o f similarities rests w i t h the re­
searcher. This is somewhat different than the summarizing function o f content 
analysis. 

Historians have contributed a number o f examples of very precise, fully 
explicated analyses that rely on original textual sources. Because these analyses 
are based on texts, we might be tempted to call them content analyses. But 
some o f them display an obvious attempt to report all possible details across a 
wide variety o f units o f data collection rather than to summarize information 
for a chosen unit of data collection or analysis. One example is Kohn's (1973) 
book on Russia during World War I , i n which he professes to attempt "an ex­
haustive inquiry into the vital statistics o f Russia" (p. 3) , ultimately to assess 
the economic and noneconomic consequences o f the war on Russian society. 
The work is largely a reportage o f numerical facts taken from a variety o f tex­
tual sources. Another example, a book about the Plantation Slaves of Trini­
dad, brings the reader into the daily lives o f these Caribbean slaves during the 
nation's slave period of 1783-1816 (John, 1988). Aggregate figures on slave 
mortality and childbearing are presented side by side w i t h drawings o f slave life 
on the Trinidad plantations. 

I n contrast, the content analysis summarizes characteristics o f messages. 
I n Kolt's (1996) study o f personal ads i n newspapers, he found 26% o f them 
offered physical attractiveness, whereas only 8% requested physical attractive-
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ness of the reader. L i n (1997) found that women in network T V commercials 
were nearly twice as likely to be shown as "cheesecake" (i.e., physical appear­
ance "obviously alluring") as men were as "beefcake." These results summa­
rize characteristics o f the message pool rather than focusing on specific cases. 

5. Content Analysis as Applicable to All Contexts 

The term content analysis is not reserved for studies o f mass media or for 
any other type of message content. So long as other pertinent characteristics 
apply (e.g., quantitative, summarizing), the study of any type o f message pool 
may be deemed a content analysis. The messages may be mediated—that is, 
having some message reproduction or transmittal device interposed between 
source and receiver. Or they may be nonmediated—that is, experienced face to 
face. Although not attempting to create an exhaustive typology o f communi­
cation purposes and context, the sections to follow give some examples of the 
range o f applications o f the techniques of content analysis. 

Individual Messaging 

Some analyses examine the creation o f messages by a single individual, 
with the typical goal o f malting some inference to that source. 

I n psychology, there is a growing use o f content analysis o f naturally pro­
duced text and speech as a type o f psychometric instrument (Gottschalk, 
1995; H o r o w i t z , 1998; Tully, 1998). This technique analyzes statements 
made by an individual to diagnose psychological disorders and tendencies, to 
measure psychological traits o f the source, or to assess the credibility o f the 
source (Doris, 1994). Nearly all these efforts stem from the work o f Philip 
Stone (Stone, Dunphy, Smith, & Ogilvie, 1966) in the Harvard Department 
of Social Relations. His "General Inquirer" computer program was the first to 
apply content-analytic techniques to free-speech words (see Chapter 2). 
Rosenberg and others (e.g., Rosenberg 8c Tucker, 1976) applied the com­
puter technique to the language o f schizophrenics, w i t h the goal of better d i ­
agnosis. I n an example of a further refinement of such procedures, Broehl and 
McGee (1981) analyzed the writings of historical figures—three British lieu­
tenants serving during the Indian Mut iny of 1957-1958—and on this basis 
developed psychological profiles for the officers. Even the Watergate tapes 
have been studied using content analysis to gain insights into the underlying 
psychological motives o f the individuals involved (Weintraub 8c Plant, as cited 
in Broehl 8c McGee, 198% p. 288). 

Others i n the field o f psychology have continued to develop computer 
analyses that produce diagnoses from written or spoken text. For example, 
Gottschalk, Stein, and Shapiro (1997) compared results from standard 
psychometric tests, such as the M M P I (Minnesota Multiphasic Personality I n ­
ventory), w i t h content analysis results from a computer analysis of transcripts 
of 5-minute speeches. Their study of 25 new psychiatric outpatients found 
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strong construct validity—the speech analyses were highly correlated w i t h 
corresponding questionnaire outcomes. They point out the potential value in 
being able to use ordinary spoken or written material for an initial , rapid diag­
nostic appraisal that can easily remain unobtrusive (i.e., the individual does 
not have to submit to a lengthy questionnaire administration; p. 427). The 
content analysis scheme used, the 16-part Gottschalk-Gieser Content Analysis 
Scales, is a software program developed and validated over a period o f many 
years. 

Another application o f content analysis to the individual as message gen­
erator is the common method o f coding responses to open-ended question­
naire items and in-depth interviews (Gray 8c Densten, 1998). Al though the 
first steps in this process usually include a qualitative review o f the message 
pool and the development o f an emergent coding scheme.based on what's rep­
resented i n the pool , i t must be remembered that the true content analysis por­
t ion is the subsequent careful application o f the a prior i coding scheme to the 
message pool. 

I n the fields of linguistics, history, and literature, some attempts have been 
made at analyzing individual authors or other sources. Most recently, com­
puter text content analyses have been conducted either to describe a source's 
style, to verify a questionable source, or to identify an unknown source (Floud, 
1977; Oisen, 1993). Fo/ example, El l iot t and Valenza's (1996) "Shakespeare 
Cl inic" has developed computer tests for Shakespeare authorship, and 
Martindale and McKenzie ( 1995 ) used computer text content analysis to con­
f i r m James Madison's authorship of The Federalist. 

Interpersonal and Group Messaging 

This book assumes a definition o f interpersonal communication that ac­
knowledges the intent o f the messaging to reach and be understood by a par­
ticular individual. This may occur face to face, or it may be mediated, as i n the 
cases of telephoning or e-mailing. I t may occur i n a dyad or a small group. 

To study face-to-face group processes, Bales (1950) developed a content 
analysis scheme that calls for the coding o f each communication act. A verbal 
act is "usually the simple subject-predicate combination," whereas a nonver­
bal act is "the smallest overt segment of behavior that has 'meaning' to others 
in the group" (Bales, Strodtbeck, Mi l l s , & Roseborough, 1951, p. 462). Each 
act is coded into one o f 12 categories: (a) shows solidarity, (b) shows tension 
release, (c) agrees, (d) gives suggestion, (e) gives opinion, (f) gives orienta­
t ion , (g) shows antagonism, (h) shows tension, (i) disagrees, ( j) asks for sug­
gestion, (k) asks for opinion, or (1) asks for orientation. Bates's scheme has 
been widely used and elaborated on (Bales & Cohen, 1979) and has also been 
adapted for analyzing human interaction i n mass media content (Greenberg, 
1980; Neuendorf & Abelman, 1987). 
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Box 1.2 Analyzing Communication i n Crisis 

Perpetrator and Negotiator Interpersonal Exchanges 

Most standoffs between police and perpetrators are resolved nonviolently. An analysis 
of 137 crisis incidents handled by the New York City Police Department revealed that in 
91% of the cases, neither hostages nor hostage takers/were killed (Rogan & Hammer, 
1995, p. 554). Nonetheless, those crisis situations that end violently—such as the 1993 
Branch Davidian conflagration in Waco, Texas—focus attention on the need to better 
understand the negotiation process. There is interest among scholars and police 
professionals alike in studying the communication content of negotiations in crisis 
situations so that outcomes may be predicted and negative outcomes prevented. 

Rogan and Hammer (1995) had such a goal for their content analysis of audio 
recordings of three authentic crisis negotiations obtained from the FBI training 
academy. They looked at message affect, a combination of message valence and language 
intensity, across eight phases of each negotiation process. The unit of data collection was 
the uninterrupted talking turn. Each turn was coded by human coders for positive-
negative valence and for Donohue's (1991) five correlates of language intensity: (a) 
obscure words, (b) general metaphors, (c) profanity and sex, (d) death statements, and 
(e) expanded qualifiers. The analysis was highly systematic and achieved good reliability 
(i.e., agreement between independent coders). 

Total "message affect" scores were calculated for perpetrator and negotiator for each 
of the eight time periods in each negotiation. In all three situations, the negotiator's 
message profile remained positive throughout, whereas the perpetrator's score became 
more strongly negative during stages 2 and 3. Eventually, between stages 6 and 8, the 
perpetrator's message affect shifted to a positive valence, approaching that of the 
negotiator- In the one successful negotiation studied, the perpetrator's scores remained 
high and positive; in the two unsuccessful incidents (one culminating in the perpetrator's 
suicide), the perpetrator's scores began an unrelenting slide to intense negativity at stage 
6 or 7. 

The researchers point out certain limitations of the study—primarily, that the analysis 
was limited to message affect, with no consideration of other characteristics of the 
communicators, no examination of substantive or relational communication content, 
and so on. Nevertheless, just based on message affect, the results are strildng. By looking 
at the charted message affect scores, you can visualize the process of negotiation success 
or failure. Although not useful at this point for real-time application to ongoing crisis 
situations, this content analysis technique shows promise for the development of such 
application in the future. And researching past negotiation successes and failures 
provides practitioners insight into the dynamics of the process. As Rogan and Hammer 
(1995) note, "ultimately, such insight could enable a negotiator to more effectively 
control a perpetrator's level of emotional arousal, such that a negotiator could take 
actions to reduce a perpetrator's highly negative and intense emotionality in an effort to 
negate potentially violent behavior" (p. 571), perhaps the ultimate useful application of 
the technique of content analysis. 
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Box 1.3 The Variety of Content Analysis 

Religious TV—Tapping Message Characteristics, 
' Ranging From Communicator Style to Dollar Signs 

In the 1980s, religious broadcasting reached a peak of popularity with the rapid 
growth of "televangelism" (Frankl, 1987). Concerned with a growing perception of 
religious broadcasting as invasive and inordinately focused on fund-raising, the 
organization of Roman Catholic broadcasters, UNDA-USA, commissioned a set of 
content analyses. During the mid-1980s, researchers at Cleveland State University 
conducted an extensive six-part project. Ail the components of the project were 
quantitative content analyses, and they drew on a wide array of theories and research 
perspectives. 

A set of 81 episodes of religious programs provided the content to be analyzed. These 
episodes were three randomly sampled episodes for each of the top religious television or 
cable programs, as determined by an index of availability in a random sample of 40 U.S. 
towns and cities. These programs ranged from talk format shows, such as The 700 Club, 
to televangelist programs like Jim Bakker to narrative forms, such as the soap opera 
Another Life and the children's stop-motion animated "daily lesson" program, Davey 
and Goliath. Teams of coders were trained for five types of analysis: 

1 . The demography of religious television: 
With the unit of analysis the individual character (real or fictional), a dozen 
demographic variables were assessed (based on previous content analyses of TV 
characters, such as Greenberg [1980] and Gerbner, Gross, Morgan and 
Signorielii [1980]), including social age (child, adolescent, young adult, 
mature adult, elderly), occupation, and religious affiliation. An example of the 
results is the finding that 47% of the characters were mature adults, with 37% 
being young adults. Children constituted only 7% of the sample, with the 
elderly at only 5% (Abelman & Neuendorf, 1984a). 

2. Themes and topics on religious television: 
Here, the unit of analysis was aperiod of time: the 5-minute interval. At the end 
of each 5-minute period, a checklist coding form was completed by the coder, 
with 60 measures indicating simple presence or absence of a given social, 
political, or religious topic within all verbalizations in the period (pulling from 
existing analyses of religious communication, e.g., Hadden 8c Swann, 1981). 
Also, both explicit and implied appeals for money were recorded at the end of 

Organizational Messaging 

Content analysis has been used less frequently for profi l ing messages 
within a defined organization than i t has i n other contexts. More often, mes­
sages w i t h i n an organization have been scrutinized using more qualitative 
techniques (Stohl 8c Redding, 1987). A n assortment of content analyses i n the 
organizational context have used a variety o f techniques. 
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each 5-minute period. Overall, $328.13 was explicitly requested of the viewer 
per hour across the sample of religious programs (Abelman & Neuendorf, 
1985a, 1985b). 

3. Interaction analysis of religious television content: 
Using a scheme derived and adapted from Bales (1950), Bockc (1969), and 
Greenberg (1980), interpersonal interactions among characters on religious 
television were examined. The unit of analysis was each verbal utterance (act), 
which was coded as falling into one of 20 modes (e.g., offering information, 
seeking support, attacking, evading). The results suggested age and gender 
differences in interaction patterns; most interactions were male dominated, 
and the elderly were often shown as conflict-producing individuals who were 
the frequent targets of guidance from those who were younger (Neuendorf & 
Abelman, 1987). 

4. Communicator style of televangelists: 
Drawing on the considerable interpersonal communication literature on 
communicator style, notably the work of Robert Norton (1983), this aspect of 
the project targeted the 14 televangelists in the program sample and used as the 
unit of analysis each verbal utterance within a monologue. Each utterance was 
coded for a variety of characteristics, including mode (similar to the interaction 
coding scheme), vocal intensity, pace, and facial nonverbal intensity. Based on 
an overall intensity index, the top three "most intense" televangelists were 
James Robison, Robert Schuller, and Ernest Angley (Neuendorf & Abelman, 
1986). 

5. Physical contact on religious television programming: 
Drawing on work in nonverbal communication (e.g., Knapp, 1978), this 
portion of the content analyses examined physical touch. The unit of analysis 
was the instance of nonaccidental physical contact. Characteristics of the 
initiator and recipient of the touching were tapped, as were type of touch 
(religious in nature, nonreligious), anatomical location of the touch, and the 
recipient's reaction to the touch. A sample result was that there was a clear 
similarity with real-life touching along gender lines: Males were the primary 
initiators of physical contact, and it tended to be rather formal and ritualistic 
(i.e., a substantial portion of the contact was religious in nature, e.g., healing; 
Abelman & Neuendorf, 1984b). 

Organizational applications o f content analysis have included the analysis 
o f open-ended responses to employee surveys (DiSanza 8c Bullis, 1999), the 
w o r d network analysis of voice mail (Rice Sc. Danowski, 1991), and the appli­
cation of interpersonal interaction coding to manager-subordinate control 
patterns (Fairhurst et al., 1987). Developing a novel coding scheme, Larey 
and Pauius (1999) analyzed the transcripts of brainstorming discussion 
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groups, of four individuals, looking for unique ideas. They found that interac­
tive groups were less successful i n generating unique ideas than were " n o m i ­
na l , " noninteractive groups. 

Mass Messaging 

Mass messaging is the creation of messages that are intended for a rela­
tively large, undifferentiated audience. These messages are most commonly 
mediated (e.g., via television, newspaper, radio), but they do not necessarily 
have to be, as i n the case o f a public speech. 

Mass messages have been heavily studied by sociologists, social psycholo­
gists, communication scientists, marketing and advertising scholars, and oth­
ers. Fully 34.8% o f the mass communication articles published during 1995 in 
Journalism and Mass Communication Quarterly, one o f the most prominent 
mass communication journals, were content analyses (Riffe & Freitag, 1997). 
The range of types of investigations is staggering, although some areas o f 
study are much better represented in the content analysis literature than oth­
ers; for instance, studies o f journalistic coverage are common, whereas studies 
o f films are rare. 

Applied Contexts , 

I n addition to the aforementioned means o f dividing up message contexts, 
we might also consider such applied contexts as health communication, p o l i t i ­
cal communication, and the Internet, all o f which transcend the distinctions o f 
interpersonal, group, organizational, and mass communication. That is, con­
tent analyses w i t h i n the health context might include analyses o f doctor-
patient interaction (interpersonal), the f low o f e-mail among hospital employ­
ees (organizational), and images o f medical professionals o n T V (mass; Berlin 
Ray 8c Donohew, 1990). Yet all these studies would be better informed by a 
clear grasp of the norms, values, behaviors, legal constraints, and business 
practices wi th in the healthcare environment. Thus, a special consideration o f 
such applied contexts is useful. Anumber o f these are considered i n Chapter 9. 

Some applications o f content analysis may be highly practical. Rather than 
attempting to answer questions of theoretical importance, some analyses are 
aimed at building predictive power wi th in a certain message arena. Box 1.2 
highlights one such study. Rogan and Hammer ( 1995 ) applied a scheme to ac­
tual crisis negotiation incidents, such as hostage taking. Their findings offer 
insight into message patterns that may predict successful and unsuccessful res­
olutions to crisis incidents. 

Another applied context is that of religious broadcasting. Box 1.3 de­
scribes a set o f studies that took into consideration the special nature of reli­
gion on television. A variety o f communication and religious perspectives i n ­
formed the analyses, ranging from interpersonal communication theories to 
practical considerations o f religious broadcasting. 
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6. A l l Message Characteristics 
Are Available to Content Analyze 

This book takes a broad view o f what types o f messages and message char­
acteristics may be analyzed. A few clarifications on terminology are in order: 

Manifest Versus Latent Content 

Much o f the content analysis literature has concentrated on manifest^ con­
tent, the "elements that are physically present and countable" (Gray & 
Densten, 1998, p. 420). A n alternative is to also consider the latent content, 
consisting of unobserved concept(s) that "cannot be measured directly but 
can be represented or measured by one or more . . . indicators" (Hair, Ander­
son, Tatham, 8c Black, 1998, p. 581). These two types of content are analo­
gous to "surface" and "deep" structures of language and have their roots in 
Freud's interpretations of dreams. 2 

Although the early definition o f content analysis by Berelson (1952) indi ­
cated that i t is ordinarily l imited to manifest content only, numerous others 
have boldly attempted to tap the deeper meanings of messages. For example, 
in the Smith (1999) study, the latent construct, "sexism," was measured by 27 
manifest variables that tapped "stereotypic images o f women," extracted from 
a variety of theoretic works (largely from feminist literature) and critical, quali­
tative analyses of f i l m (e.g., Haskell, 1987). 

I n the case o f Ghose and Dou's (1998) study of Internet Web sites, the la­
tent variable, "interactivity" (conceptualized as related to "presence," or a 
sense of "being there"), was represented by 23 manifest variables that are eas­
ily measurable, such as presence or absence of a key word search, electronic 
couponing, online contests, and downloading o f software. Although serving 
as the theoretic core o f the study, interactivity is sufficiently abstract as to re­
quire that its more concrete elements be defined for actual measurement. 

Gray and Densten (1998) promote the use of latent constructs as a way of 
integrating quantitative content analysis and qualitative message analysis. 
They used both methods to study the broad latent concept, locus o f control 
(from Rotter's internal/external locus of control construct: A n individual 
holding a more external locus o f control feels that his or her life events are the 
product o f circumstances beyond his or her personal control; p. 426). Their 
findings indicate a surprising correspondence between quantitative and quali­
tative methods in the discovery o f new locus-of-control dimensions reflected 
in a variety of very specific manifest indicators. 

A number of researchers have criticized any dependence on the mani­
fest-latent dichotomy, noting the often fuzzy distinction between the two 
(Potter 8c Levine-Donnerstein, 1999; Shapiro 8c Markoff, 1997). I t is perhaps 
more useful to think o f a continuum from "highly manifest" to "highly latent" 
and to address issues of subtlety of measurement for those messages that are 
very latent (and therefore a challenge for objective and reliable measurement). 
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Another perspective one may take is that you can't measure latent content 
without using manifest variables. However, not all researchers w o u l d agree 
w i t h this heuristic. 

Content Versus Form Characteristics 

Many scholars have differentiated between content and form elements o f a 
mediated message (Berelson, 1952; Huston & Wright, 1983; Naccarato 8c 
Neuendorf, 1998). Content attributes—sometimes called substance charac­
teristics—are those that may appear or exist in any medium. They are generally 
able to survive the translation f r o m medium to medium. Form attr ibutes— 
often called formal features, although there's usually nothing formal about 
them i n the colloquial sense—are those that are relevant to the medium through 
which the message is sent. They are i n a sense contributed by the particular me­
dium or form o f communication. 

For example, the examination of self-disclosure by women to other 
women has been analyzed for movie characters (Capwell, 1997). The same 
measures of level and type o f self-disclosure could be used to analyze naturally 
occurring discussions between women, interactions between characters on T V 
programs or commercials, or relationship building between characters i n nov­
els. The measures are content measures, applicable regardless of the medium. 
O n the other hand, measurements o f the type o f camera shot (e.g., close-up vs. 
long shot) used when self-disclosure occurs in a fdm is a measure oiform, how 
the content is treated i n a particular medium. 

Even though the distinction between content and form is an important 
one, the primary focus should not be on placing each variable in one category 
or the other. Some variables may be on the fine line between the two types, ex­
hibi t ing characteristics o f each. What's important is that both content and 
form characteristics o f messages ought to be considered for every content anal­
ysis conducted. Form characteristics are often extremely important mediators 
o f the content elements. Huston and Wright (1983) have summarized how 
formal features of T V influence the cognitive processing o f T V content, nota­
bly for children. This speaks once again t o the importance o f the content ana­
lyst becoming well versed i n the norms and syntax of the medium he or she 
chooses to study. 

Text Analysis Versus Other Types of Content Analysis 

You'l l notice that some of the classic definitions of content analysis shown 
i n Box 1.1 apply the term only to analyses o f text (i.e., writ ten or transcribed 
words). The view presented in this book is not so l imi t ing . Content analysis 
may be conducted on wri t ten text, transcribed speech, verbal interactions, v i ­
sual images, characterizations, nonverbal behaviors, sound events, or any 
other message type. I n this book, the term content analysis encompasses all 
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such studies; the terms text analysis or text content analysis refer to the specific 
type of content analysis that focuses on written or transcribed words. 

Historically, content analyses did begin w i t h examinations of writ ten text. 
And text analysis remains a vibrant part of content analysis research (Roberts, 
1997b). The next chapter wi l l trace this history and show how, over time, the 
applications of content analysis expanded beyond the written word. 

Notes 

1. According to Gunter (2000), the "overriding objective" of the positivism para­
digm is to "prove or disprove hypotheses and ultimately to establish universal laws of 
behaviour through the use of numerically defined and quantifiable measures analogous 
to those used by the natural sciences" (p. 4). 

2. According to Gregory (1987), "Freud's approach to the interpretation of 
dreams was by way of the method of free association [from which Freud's psychoanaly­
sis procedures would evolve]. . . .As in psychoanalysis proper, the subject is required to 
relax and allow his mind to wander freely from elements in the dream to related ideas, 
recollections, or emotional reactions which they may chance to suggest" (p. 274). The 
dream as reported was termed by Freud the manifest content, and the dream's underly­
ing thoughts and wishes Freud called the latent content. 





C H A P T E R 

Milestones in the 
History of Content Analysis 

This chapter examines the motley history o f content analysis and identifies 
prominent projects and trends that have contributed to enormous 

growth i n the use of the method. Key players are identified i n the development 
o f content analysis as the prominent technique i t is today. 

T h e G r o w i n g P o p u l a r i t y o f C o n t e n t A n a l y s i s 

Content analysis has a long history of use in communication, journalism, soci­
ology, psychology, and business. Content analysis is being used wi th increas­
ing frequency by a growing array o f researchers. Riffe and Freitag (1997) note 
a nearly six-fold increase i n the number of content analyses published i n Jour­
nalism & Mass Communication;Quarterly over a 24-year period—from 6.3% 
of all articles in 1971 to 34.8% i n 1995, making this journal one of the primary 
outlets for content analyses of mass media. A n d the method of content analysis 
is more frequently taught at universities. By the mid-1980s, over 84% of mas-
ter's-level research methods courses in journalism included coverage of con­
tent analysis (Fowler, 1986). 

The growdi i n the use'of content analysis over the past four decades may 
be seen i n a simple analysis shown in Box 2 . 1 , w i t h highlights o f important 
trends graphed in Figure 2 .1 . Box 2.1 contains tabled frequencies for library 
online index and abstract searches for the terms content analysis^nd text analy­
sis. The indexes and abstracts were chosen for their ready availability and their 
potential relevance to content analysis i n a social or behavioral science con­
text. 1 The 20 indexes and abstracts used i n the analysis cover a wide range o f 
interests and publication types.2 
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450 

Year 

PQDD --^-Psychlnfo - ' SSCI 

Figure 2.1. Timeline: Content Analysis and Text Analysis Articles by Year 

The tabled numbers should be viewed cautiously and interpreted for what 
they are—the results o f simple searches for terms, i n publications available 
since 1 9 5 8 3—w i t h o u t ful l information about how the terms have been used by 
the researchers. That is, a number o f so-called content analysis studies are ac­
tually qualitative studies, not what this book would define as content analysis 
at all. Second, the indexes overlap in their coverage. For example, a number o f 
communication journals are indexed in both Communication Abstracts and 
Psychlnfo. T h i r d , some o f the growth i n content analysis applications shown is 
surely due to the expansion i n the number o f journals indexed (via new jour­
nals and cross-over additions). Taking these caveats into account, the evidence 
is still clear: Never has content analysis received more attention i n the research 
literature than at the present time. 

The expanding use o f the technique is particularly notable i n the searches 
o f Psychlnfo, the Social Science Citation Index, and ProQuest Digital Disser­
tations; results for searches of these three indexes are graphed i n Figure 2 . 1 . 
The growing use o f content analysis as a technique for graduate theses and dis­
sertations is particularly noteworthy. This expansion is shown in the rising 
numbers both for ProQuest Digital Dissertations and for World Cat (which i n ­
cludes many master's theses). 

The history o f the use o f the various techniques called content analysis has 
been documented only piecemeal, w i t h some histories emphasizing text analy­
sis (e.g., Stone et al., 1966); some, computer text analysis (e.g., Diefenbach, i n 
press); and others, specific applications (e.g., Rosengren, 1981), including 
communication (Berelson, 1952) and psychological diagnosis (Gottschalk, 
1995). The field is i n need o f a comprehensive history that melds the various 
cross-influences, which are many. Unfortunately, this book, wi th its more 
practical bent, does not allow room for a comprehensive history. Instead, 10 
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milestones important to the history of content analysis have been selected, 
w i t h an eye to those events, persons, institutions, and trends whose influence 
has transcended disciplinary.and substantive boundaries. Following the model 
of Lowery and DeFleur (1995), both key historical details and important im­
plications for the advancement of knowledge are given for each featured mile­
stone. 

M i l e s t o n e s o f C o n t e n t A n a l y s i s R e s e a r c h 

Rhetorical Analysis 

The first recorded message analyses were not content analyses. They were 
subjective, normative essays consisting of advice on effective speaking, and 
they were written about 4,000 years ago (McCroskey, 1993). I n the beginning 
of message analysis, Aristotle applied his considerable energies to the study of 
rhetoric, the "art of discovering persuasive proofs" (Miller, 1987, p. 447). His 
tripartite analysis, focusing on the speaker, the audience, and the speech, put 
message content and form at the center of an argument—that we use commu­
nication to control our environment, including the actions of others (Aris­
totle, 1991). Over the subsequent millennia, rhetoricians have continued to 
conduct microscopic and theory-based analyses o f persuasive communication. 
While rhetorical scholars prefer a logical, qualitative approach to message 
analysis, their techniques complement the quantitative approaches o f social 
and behavioral scientists (McCroskey, 1993). A n d quite simply, we wouldn ' t 
be doing what we do i f not for the influences o f the early rhetoricians, who first 
took the art and practice of human communication seriously. 

Biblical Concordances and the Quantification o f H i s t o r y 

Content analysis "learned its methods from cryptography, from the sub­
ject classification of library books, and from biblical concordances, as well as 
from standard guides to legal precedents" (Marvick, as quoted in Rogers, 
1994, p. 214). Such systematic indexing of large message sets brought order 
and retrievability to the study o f massive historical documents. Concordances, 
systems of cross-listings of terms and concepts so that themes might be readily 
accessed i n a large text, were used centuries ago to organize scholarly studies 
of the Bible. Such concordances have been of use i n organizing other historical 
documents, such as the Dead Sea Scrolls. (Obviously, the advent of the com­
puter has made such tasks much easier.) 

Another trend in thé quantification o f history is decryption, the identifica­
t ion o f intended meanings for written symbols. The Rosetta Stone, discovered 
in 1799, contained three parallel script types—hieroglyphs, demotics, and 
Greek letters. Thomas Young was able to "translate" between the three scripts 
through a process of quantifying (counting) occurrences o f signs on the stone 
and other ancient sources. 
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•Other historians have applied statistical procedures to the task of organiz­
ing data from historical documents. The massive effort by Robert Fogei and 
Stanley Engerman (1974a, 1974b) to study American slave treatment, Time 
on the Cross, attracted both popular media and scholarly attention. The com­
prehensive analysis was based on historical documents containing pieces o f ev­
idence that included bir th records; slave sale prices; the dimensions o f slave 
cabins; and many measures o f nutr i t ion, health, and family life extracted f rom 
plantation records. Their analyses culminated i n a report that concluded that 
American slaves enjoyed greater physical and psychological well-being than 
had previously been supposed (Sutch, 1975). Controversial i n its conclusions 
from the date of publication (Sutch, 1975), Time on the Cross nevertheless suc­
ceeded i n focusing attention on the meaning o f "messages" sent, as i t were, 
over time, and i t stimulated interest i n diometrics, the quantitative measure­
ment o f historical events and trends. 

While quantitative studies in history continue to be a viable part o f the dis­
cipline (Dollar & Jensen, 1971; Jarausch 8c Hardy, 1991; Rowney 8c Graham, 
1969), content analysis has not played as major a role in the field as have the 
more conventional techniques of historians (Carney, 1971; Floud, 1977). 
Sti l l , content-analytic examples do exist i n studies o f history textbooks (e.g., 
Gordy 8c Pritchard, 1995; H o l t , 1995), political documents (e.g., Anheier, 
Neidhart, & Vortkamp, .1998; Beriker 8c Druckman, 1996), news coverage o f 
historical events (e.g., Switzer, 1990), and in other novel approaches captur­
ing the tone of historical periods (e.g., Padilla's [1997] study o f U.S. Army re­
cruit ing posters beginning i n 1915 and Matcha's [1994-1995] study o f 
early-20th-century obituaries i n Ohio) . 

T h e Payne B u n d Studies 

I n the days before television ruled the American scene, the most popular 
and compelling mass medium was narrative f i l m. A n d before people were wor­
ried about the effects o f violent television, they worried about the corruption 
o f the nation's youth by movies. I n the early years of sound films, the first ma­
jor research efforts were made, backed w i t h money f rom the Payne Fund. The 
studies looked at both movie content and effects, forging advancements i n 
various methods o f media study. Box 2.2 focuses on this milestone o f an era 
"when movies were k i n g . " 

T h e Language of Politics 

The title of this subsection is appropriately taken from the name of 
Lasswell, Leites, and Associates' (1949) book, which explored the power o f 
propaganda and the quantitative methods appropriate for examining the con­
tent o f political messages. Harold Lasswell is very possibly the single most i n ­
fluential figure i n the development of the systematic study o f messages i n the 
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Box 2.2 When Movies Were King 

Studying the Power of the Moving Image 

In the late 1920s, virtually everybody in America went'to the movies regularly.. .and 
that means everybody—whole families attended, unlike today's teen and date audiences. 
Children above 7 years of age attended movies an average of once a week (Charters, 
1933). In this environment of common exposure to powerful, vivid, fictional 
representations, there was for the first time widespread public concern over the impact of 
negative images and behaviors on children. In 1928, William H . Short, Executive 
Director of the Motion Picture Research Council, coordinated the establishment of a 
major research project, funded by The,Payne Fund. The researchers were psychologists, 
sociologists, and educators from the University of Chicago, the University of Iowa, Yale 
University, New York University, Pennsylvania State College, Columbia University, and 
Ohio State University. They launched what would be the most ambitious research 
project on the effects of entertainment media to date and for several decades to follow. 

The Payne Fund Studies have been identified as one of the landmarks of early mass 
communication research (Lowery 8c DeFleur, 1995). Through experimental and 
response studies, the movies' effects on children's learning and attitudes were studied. 
Surveys and interviews measured correlates of movie attendance among U.S. youth. 
Autobiographical case studies and experiments that employed galvanic skin response 
measures looked at the children's emotions as related to movie exposure. Even the effect 
of movies on children's sleep patterns was studied. The conclusions reached were that (a) 
movies were a potent source of education for children, and (b) although clearly an 
influence on children, movies were one among many influences that molded the 
experience of kids; the situation was complicated and in need of further study (Charters, 
1933). 

Ohio State University was the home of the content analysis portion of the Studies. 
There, Edgar Dale (1935) conducted an analysis of the major themes from the written 
descriptions of 1,500 movies released in 1920, 1925, and 1930.4 The films were 
classified into 10 types. Although the coding scheme for this variable was emergent, that 
is, devised from the film descriptions themselves rather than set in advance, good 
scientific procedures were followed when Dale used 300 films for a reliability check of 
the final 10-category measure, finding an average percent agreement of 87%. The results 
indicated a strong prevalence of both love and crime, with substantial representation by 
films emphasizing sex and comedy. The percentage figures for the 3 years were as follows: 

1920 1925 1930 

Love 45 33 30 

Crime 24 30 27 

Sex 13 17 15 

Comedy 12 13 16 

Other 6 7 12 Other 
100 100 100 

(continued) 
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Box 2.2 Continued 

Although this large-scale analysis gave the researchers important information about 
•what movie content children were being exposed to, for Dale, this was just the begin­
ning. He trained coders and sent them to theaters to watch 115 movies. They were 
armed with a coding guide that asked for information about nine major "social values" 
areas, with numerous variables under each one (e.g., nature of American life and 
characters; nature of foreign life and characters; motivation of characters; emotional 
appeals to audience; crime, delinquency, and violence; relations of sexes; military 
situations; depiction of underprivileged peoples; deportment). In the age before video, 
such real-time coding in the movie theater was limited to current releases and required 
that the coders sit "near a l i g h t . . . to make satisfactory notes" (Dale, 1935, p. 5). Given 
these challenges, it's understandable that a less-than-optimal coding protocol was 
established (i.e., the coders read reviews of the films before viewing to prime themselves 
for major themes, and the coding was what we might generously call "open-ended"— 
coders were to write as much as they could during the film and then continue their 
narratives shortly after viewing the film). On the other hand, Dale continued to attempt 
to apply rigorous standards. He trained the coders in contemporary standards for 
psychological observation and reporting and established independent reliability by 
accepting only those details reported by more than one coder. Moreover, he conducted 
an even more in-depth analysis of 40 of the films by obtaining dialogue scripts and 
sending stenographers to the" movies to supplement the dialogue with descriptions of 
settings, characters, and actions. Again, he included reliability assessment. Throughout, 
when Dale was unable to achieve high standards, he was forthcoming about the study's 
limitations. 

The numerous and diverse findings were summarized by Dale (1935) in a "balance 
sheet for motion picture content" (p. 229), which included the identification of the 
following emphases in 1930 movies: portrayals of life in the upper economic strata, 
rather than life among the middle and lower economic strata; problems of the unmarried 
and young, rather than problems of the married, middle aged, and old; problems of love, 
sex, and crime, rather than other problems of everyday life; motifs of escape and 
entertainment, rather than motifs of education and social enlightenment; individual and 
personal goals, rather than social goals; physical beauty, rather than beauty of character. 

It's amazing how similar the findings are to those of contemporary analyses and 
criticisms of television and movies. Dale put his finger on the pulse of popular enter­
tainment, and it still seems to be beating the same beat. 

20th century. I t was he who defined communication as "who says what to 
whom via what channel wi th what effect)"* H e spent decades exploring the 
wbatsas well as the effects of the messages, w i t h a focus on politically motivated 
communication. 

Al though trained as a political scientist, Harold Lasswell has been called 
the "da Vinci o f the behavioral sciences" (Smith, 1969, p. 41) for his produc­
tivity and his renaissance-like interest and proficiency i n a multitude of areas of 
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study. He was "rambunctiously devoted to breaking down the man-made bar­
riers between the social studies, and so acquainting each with the rest" (Ameri­
can Council of Learned Societies as quoted i n Rogers, 1994, p. 203). He 
worked wi th linguists, anthropologists, law scholars, psychologists, and 
psychiatrists'5 on research that ranged from political behavior to psychoanalysis 
to culture (e.g., Lasswell, 1935;Rogow, 1969). He made an indelible impres­
sion on everyone who worked w i t h him (Schramm, 1997). 

Among all Lasswell's contributions, a standout is his influence on the de­
velopment of content analysis as a quantitative technique. What's particularly 
impressive is his honest assessment of the weaknesses in his technique as his 
methods developed. I n his progression, we can see the evolution of social and 
behavioral science methods in general and content analysis methods i n partic­
ular. He called his 1927 dissertation a "content analysis" of World War I pro­
paganda techniques, but i t was actually very qualitative and critical (Rogers, 
1994, p. 213). However, it was an empirical study and a first attempt at a classi­
fication o f propaganda. (He studied leaflets dropped from balloons and air­
planes and examined military recruitment posters.) Later, he was pointedly 
critical o f his own anecdotal evidentiary style, noting that he didn ' t even re­
port the "criteria for selection" o f examples o f the various propaganda styles 
he identified (Lasswell et al., 1949, pp. 41-42). Also, Lasswell proceeded to 
praise much-earlier endeavors for their "systematic definition and historical 
detail" o f measurement (Lasswell et al., 1949, p. 44)—such studies as George 
Carslake Thompson's analysis o f public opinion i n the British population o f 
the 1870s and several studies of newspaper coverage that used good represen­
tative sampling, topic coding, and column inch measures of coverage as early 
as 1900. 

Lasswell made improvements to his own content analysis work and com­
pleted many quantitative studies o f propaganda before and during World War 
I I . D u r i n g the war, he was chief o f the Experimental Division for the Study o f 
War-Time Communications i n the U.S. Library of Congress, funded by the 
Rockefeller Foundation (Lasswell et al., 1949; Rogers, 1994). Later, he 
headed research efforts by Revolution and the Development o f International 
Relations, a project at'the Hoover Institute and Library on War, Revolution 
and Peace at Stanford University (Lasswell, Lerner, 8c Pool, 1952). Later i n 
his career, motivated certainly by his wartime efforts to describe and predict 
Nazi communication activity, he seemed particularly enthusiastic about the 
possibility o f discerning the Communist leanings of writers o f pamphlets and 
other publications. 7 

Most of the lessons Lasswell learned i n his lifetime about the uti l i ty of sci­
entifically sound content analysis have been passed down to us. Lasswell de­
clared that 

content analysis operates on the view that verbal behavior is a form o f hu­
man behavior, that the flow of symbols is a part of the flow of events, and 
that the communication process is an aspect of the historical process 
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Content analysis is a technique which aims at describing, with optimum 
objectivity, precision, and generality, what is said on a given subject in a 
given place at a given time. (Lasswell et al., 1952, p. 34) 

He devised methods o f pilot testing, coder training, and reliability assessment 
that have served as early models of current sound practice. 

The study o f political propaganda was advanced by other researchers as 
well and has continued to this day. Coming out of the Institute for Propaganda 
Analysis (founded in 1937 wi th social psychologist Hadley Cantril at the 
helm), The Fine Art of Propaganda (Lee & Lee, 1939) presented seven com­
mon devices o f propaganda 8 still in use today. I n recent decades, the Manifesto 
Research Group, established by David Robertson and Ian Budge i n 1979 and 
now working i n cooperation w i t h the Research U n i t i n Institutions and Social 
Change o f the Science Centre-Berlin (Budge & Hofferbert , 1996), has sys­
tematically content analyzed party platforms for elections i n many countries, 
going as far back as 1922. A n archive o f their data f rom 20 nations covering the 
period f rom roughly 1945 to 1983 is housed at the University o f Essex. I n 
their analyses, the Manifesto group has pinpointed clearly contrasting empha­
ses o f competing parties; for example, i n pooled analyses for national elections 
i n Great Britain from 1945 through 1992, they found the Conservative Party 
to emphasize free ente/prise and law and order much more so than the Labour 
Party, which emphasized economic planning and social justice. I n analyses of 
the U.S. national elections from 1948 through 1992, they found the Republi­
can Party focusing on a positive portrayal o f the military, government effec­
tiveness, and economic orthodoxy more than did the Democratic Party, which 
focused on peace and social justice (Budge 8c Hofferbert , 1996, p. 86). 

T h e War at H o m e : Advances i n Social and 
Behavioral Science Methods D u r i n g World War I I 

As noted, Lasswell and others developed content-analytic techniques for 
uncovering enemy orientations that were useful during World War I I (Rogers, 
1994, p. 224). This was just one of a host of social and behavioral science ad­
vances spurred on by the war effort. The period was marked by unprecedented 
cooperation between private industry, government, and scholarly research 
bodies, joined for the noble cause o f winning "the good war." The discoveries 
and advancements o f this era jump-started research initiatives i n all the sci­
ences, including the social and behavioral sciences. Some have noted that ad­
vances during this time gave the social sciences a measure o f acceptance they 
had long sought (Delia, 1987). 

The U.S. War Department's Information and Education Division con­
ducted a series o f experiments on the effectiveness o f some of the seven-part 
Why We Fight series o f training and indoctrination films produced for the m i l i ­
tary by Hol lywood director Frank Capra. Although the films tested had an im­
pact on the acquisition o f factual knowledge, they d i d not result i n the 
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hoped-for morale boost (the type of patriotism enhancement that is assumed 
to have resulted from the films o f Nazi documentarist Leni Riefenstahl 9). The 
film evaluation studies set new standards for communication effects research 
and established the importance of individual differences in audience members' 
responses to the persuasive messages (Lowery & DeEleur, 1995). Also, the 
captive population o f military personnel afforded social scientists a great op­
portunity to apply theories o f sampling and to refine measurement procedures 
wi th individuals as the unit of data collection (Babbie, 1995). 

As Rogers (1994) notes, "The banks o f the Potomac were an exciting 
place for social scientists during World War I I " (p. 224). I n the midst o f this ac­
tivity, content analysis experienced its share o f advancements. Code breaking 
and other surveillance activities (what today we would call "intelligence activi­
ties") demanded the application o f linguistic and psychological theories to 
practical predictions. Dur ing World War I I , a group "connected w i t h the 
BBC" (Lasswell et al., 1949, p. 49) systematically analyzed radio broadcasts 
from Axis powers and began forecasting Nazi policy and activities in real time. 
A n d Allied forces were able to estimate the concentration o f German troops i n 
various locations by comparing musk played on German radio stations w i t h 
music played elsewhere i n occupied Europe (Wimmer & Dominick, 1994, p. 
163). 

As Delia (1987) notes, the wartime advances i n research were solidified 
and guaranteed continuation by an "unparalleled expansion of American 
higher education i n the postwar period. As educational opportunities were 
opened through government support, the universities became engines o f so­
cial and economic transformation" (p. 56). 

Speech as a Personality T r a i t 

Taken from Edward Sapir's (1927) important essay, the title o f this sec­
tion denotes the contribution o f a host of linguistic and psychological studies 
that took to heart Sapir's admonition that human personality traits might be 
discerned from communication: content. 

I f we make a level-to-level analysis of the speech o f an individual and i f we 
carefully see each of these levels in its social perspective, we obtain a valu­
able lever for psychiatric work I f carried far enough, [ i t ] may enable 
us to arrive at certain very pertinent conclusions regarding personality.1 0 

(p. 905) 

As detailed in Chapter 9, a number of diverse yet overlapping areas of content-
analytic study have grown up around this approach. I n the following discussion, 
some of their common roots are considered. 

The use o f content analysis for both basic psychometrics (i.e., the mea­
surement o f psychological traits and states) and clinical diagnoses owes a great 
deal to the work o f Gordon Al lpor t (1942,1965), who, although not engag-
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ing in content analysis per se, advanced the notion that the systematic inspec­
t ion o f personal documents (e.g., letters, diaries, open-ended responses on 
questionnaires) might be used for psychological measurement and i n fact 
might shed light on theories of personality. I n his editing and interpretation of 
the classic Letters from Jenny (Mlport, 1965), he further posed the question of 
whether the study o f a single case may f i t the requirements o f the scientific 
method. He argued that i f the goals of science are to understand, predict, and 
control events, then to ful f i l l these goals for a single individual, we need t o 
study the individual's own patterns of behavior and communication. 

By the 1950s, true content analysis coding o f verbalizations and individ­
ual texts was being used for a variety of psychotherapeutic purposes. Auld and 
Murray ( 19 5 5 ) , i n their review of literature to that time, identified some of the 
more influential analysis schemes. Bales's (1950) interaction process analysis 
has been applied to exchanges between the counselor and the patient. Dollard 
and Mowrer's (1947) discomfort-relief quotient is a word-by-word content 
analysis system intended to measure the tension experienced by a patient i n ­
volved i n psychotherapy. Raimy's (1948) positive-negative-ambivalent quo­
tient is another scheme intended to measure the patient's emotional reactions 
to the counseling process. These and other researchers established content 
analysis as a viable method for tapping individual traits and states. 

Another innovative contributor to progress i n content-analytic measure­
ment o f psychological constructs was David McClelland (1984), who devel­
oped a system of coding Thematic Apperception Test responses ( from the 
work o f Murray [ 1943] ) to measure an individual's achievement motive (Win­
ter, 1998). McClelland (1984) favored the development o f standard, system­
atic content analysis coding schemes and was mystified by the field of psychol­
ogy's initially slow progress in this regard: "perhaps i t is the unusual sensitivity 
of the method to disturbances . . . [ o r ] the time and trouble i t takes to learn a 
coding system" (pp. 449-450). He compared psychology's reluctance to con­
ditions i n the natural sciences. " 1 knew that biologists were extremely careful 
i n standardizing conditions for taking a measurement and would also spend 
hours making a single assay. Why couldn't psychologists take the same amount 
o f trouble?" (p. 450). 

By the 1950s, there was growing attention to methods of developing mes­
sage-based personality measures from linguistic, historical, and emotional 
perspectives (Pool, 1959). Participants at the 1955 Allerton House confer­
ence at the University o f Illinois came together to consider these and other is­
sues. By the 1990s, psychologists' early reluctance had decreased to the point 
that dozens of standard content-analytic measures were i n use (Smith, 1992). 

Department of Social 
Relations at H a r v a r d 

Harvard during the 1960s was a center of activity o n the study o f hu­
man communication behavior, w i t h the establishment o f the General Inquirer 
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project. Philip Stone headed an interdisciplinary group that set out to use 
computer text analysis to content analyze written messages from linguistic, 
psychological, sociological, anthropological, and communication standpoints 
(Stone et al., 1966). W i t h initial input from Harvard scholars Robert Bales 
and George Mil ler and supported by grants f rom the National Institute o f 
Mental Health and the National Science Foundation, the project developed 
the first computer program designed to categorize language. The main dictio­
nary was the Harvard Thi rd Psychosociological Dictionary, which coded 
3,564 different target words wi th 83 different tags (such as job role, clothing, 
and body part) . As of1965, Stone et al. noted 16 additional dictionary systems 
that had been developed for use wi th the General Inquirer, including the Stan­
ford Political Dictionary, the Davis Alcohol Dictionary, two need affiliation 
dictionaries, and the Lasswell Value Dictionary (pp. 140-141). The program, 
w i t h a high degree o f flexibility to add and refine dictionary search and coding 
commands, is still actively used today, and the Essex Summer School features 
seminars i n its use (see The Content Analysis Guidebook Online for links). A n d 
as Diefenbach ( in press) notes, the system "st i l l serves as the model for the 
method" o f computer text content analysis (p. 14). 

Television Images: Violence and Beyond 

Just as film was the medium of choice in the 1920s and 1930s, television 
took over the hearts and minds of Americans i n the 1950s. Perhaps for the first 
time since the Payne Fund studies, there was interest enough i n the effects o f 
entertainment media content to launch large-scale projects wi th big-time 
backing. The primary focus was violence on television, and numerous re­
searchers would spend the next several decades documenting its presence and 
effects. Others w o u l d look at the portrayals of women, minorities, or the el­
derly. Some would even look at prosocial content on television (Greenberg, 
1980; see also examples i n Chapter 9). 

Whereas many individual researchers looked at specific aspects of vio­
lence, the largest and most long-term effort was by George Gerbner and his 
Cultural Indicators Project team. Their studies on the frequency and types o f 
violence on U.S. entertainment television began in 1967, w i t h a grant from 
the National Commission on the Causes and Prevention o f Violence, and has 
continued in some form ever since, funded by a host o f governmental, non­
prof i t , and private institutions. 1 1 I t has continually found levels o f T V violence 
that far outstrip measures,of violence i n real life. A n d although the studies o f 
Gerbner's team and others have supported the not ion that T V violence does 
play a role i n creating and perpetuating images o f a violent and scary wor ld , the 
upshot has been Iimited<to simple debate and the institution o f content warn­
ing systems. Contemporary studies o f violence o n T V continue to find that l i t ­
tle has changed (National Television Violence Study, 1997). On the other 
hand, the high-profile Cultural Indicators Project has provided an invigorat­
ing model for generations of content analysts to come. 
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I n the context of these projects, researchers honed their skills i n analyzing 
the moving image. They had to move beyond simple text and develop new 
methods that considered nonverbal and other behaviors, artifacts (e.g., cloth­
ing) , and even production techniques. 

T h e Power o f C o m p u t i n g 

The General Inquirer, o f course, demonstrated the use o f computers to 
automatically analyze text messages, but its use was dependent on access to a 
powerful mainframe and some level o f sophistication i n computer use. A n d , 
the first demonstration o f computer text analysis at a communication confer­
ence, by Rick Holmes and Joe Woelfel i n 1982, was achieved via a 300-baud 
phone line connection o f a " d u m b " terminal at the conference w i t h the 
U N I V A C mainframe at the University o f Albany (Joseph Woelfel, personal 
communication, June 2000). Their demonstration o f CATPAC heralded a 
changing research environment. 

W i t h the diffusion o f the personal computer, both text analysis and data 
analysis have been brought to the desktop. PCs have revolutionized the means 
by which messages are created, stored and archived, disseminated, and orga­
nized. (Chapter 4 deals i n greater detail w i t h message management via com­
puter, and Chapter 6 clarifies the important role that computer text analysis 
currently plays; see also Diefenbach, i n press.) Huge databases o f speech tran­
scriptions or mass media messages can be analyzed at a keystroke. The avail­
ability o f sophisticated data analysis techniques (for all purposes, not just for 
content analysis) is at an all-time high. Cluster analysis and multidimensional 
scaling are no longer the exclusive province o f "techies"—CATPAC is now an 
extremely user-friendly, nicely designed PC application. 

But we must remember that the notion o f the completely "automatic" 
content analysis via computer is a chimera. As Diefenbach ( in press) notes, 
"The maxim still holds, 'garbage i n , garbage out ' " (p. 5). The human contri­
bution to content analysis is still paramount. 

T h e G l o b a l Content Analysis Village 

One o f the many global villages 1 2 in evidence today is the community o f 
scholars and practitioners of content analysis who communicate via the 
Internet. I n past decades, there have been several efforts to reduce schisms and 
to cross-fertilize interdisciplinary approaches to content analysis. The 1955 
Al ler ton House conference at the University o f Illinois was an effort to invigo­
rate the method o f content analysis, perceived to be i n decline at that time 
(Diefenbach, i n press; Pool, 1959). A multidisciplinary gathering organized 
by George Gerbner at the University o f Pennsylvania i n 1966 (documented i n 
Gerbner et a l , 1969) was a truly amazing blend o f individuals w i t h diverse ap­
proaches and common goals. The publication o f Ole Holsti 's (1969) book, 
Content Analysis for the Social Sciences and Humanities, gave researchers a 
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book carefully based i n scientific method. A n d it reflects true interdisciplinary 
variety, as shown by his collection o f research questions from the 1940s 
through the 1960s (p. 15); i t encompasses music lyrics, literature, political 
communication, news coverage, advertising, authorship attribution, psycho-
graphics, and psychiatry. 

After these advances, content analysts seemed to go their separate ways i n 
the 1970s and 1980s. They tended to settle into disciplinary splits that were 
productive i n the sense that they allowed specializations to be established and 
new areas o f expertise to develop (e.g., methods particularly appropriate to 
communication; Budd, Thorp, 8c Donohew, 1967; Krippendorff, 1980; 
Smith, 1978). I n the 1990s, the Internet and the World Wide Web changed 
that. W i t h C O N T E N T , the e-mail listserv established in 1994 by Bil l Evans at 
Georgia State University, contact was made. 1 3 Content analysts needed to 
learn t o speak each others' languages again, and this process is apparent in the 
discussions that take place on the listserv. Today, C O N T E N T has more than 
1,000 subscribers. Most are graduate students and faculty in university social 
science programs, but the mailing list also includes computer scientists, soft­
ware developers, market researchers, political consultants, and public health 
professionals. Participants reside i n the United States, Germany, Sweden, New 
Zealand, Canada, Great Britain, Japan—anywhere the Internet can reach. Bi l l 
Evans also went online w i t h the first content analysis resources Web site in 
1996; the reader may link to i t f rom The Content Analysis Guidebook Online 
(see Resource 5). 

What the 1955 Allerton House Conference participants discovered was a 
set o f commonalities: Attendees across disciplines were concerned wi th issues 
related to using content analysis to make inferences about sources or receivers 
and w i t h the trend toward going beyond "simply counting the frequency o f 
words or other symbols" (Diefenbach, i n press, p. 13). The next chapter re­
vives these themes and attempts to incorporate them into a system o f thinking, 
an "integrative" model of content analysis that demands that the researcher 
think outside of the box o f describing content. 

Notes 

1. There is another "content analysis" in the discipline of chemistry, where the 
content is a compound for which chemical composition is analyzed. 

2. The following arc capsule summaries of the indexes and abstracts used in the 
creation of Box 2.1: 

ABI/WFORM (Global edition) provides abstracts from more than 1,300 busi­
ness and management publications, including 350+ English-language titles 
from outside the United States. Complete articles for more than 600 sources 
are also provided. Topics covered in the abstracts and articles include business 
conditions, trends, corporate strategies and tactics, management techniques, 
and competitive and product information. Dates covered range from 1971 to 
the present. 
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Anthropological Literature index collects citations of articles and essays on anthropology, 
archaeology, art history, demography, economics, psychology, and religious studies. I t 
includes English- and European-language articles, two or more pages long, published 
from the late 19th century to present. 

Arts & Humanities Citation Indexcovers the journal literature of arts and humanities dis­
ciplines, including archaeology, architecture, art, Asian studies, classics, dance, folk­
lore, history, language, linguistics, literary reviews, literature, music, philosophy, po­
etry, radio, television and film, religion, and theater. I t currently indexes 1,144 
discipline-specific journals plus relevant items from over 6,800 science and social sci­
ence journals. Information from 1980 forward can be accessed through the index. 

ComAbstracts (2 979 to present) online database contains abstracts of articles published in 
the communication discipline. Approximately 50 journals are currently represented, 
with coverage spanning from 1979 to present (though coverage varies, depending on 
the journal). The full text of the abstracts may be searched by word, phrase, or author 
and synonyms for many search terms are automatically included in searches unless ex-
plicidy overridden (e.g., a search for "youth" will also return "teen" and "adoles­
cent"). 

Communication Abstracts (1998 to present) includes references to literature in all areas of 
communication (mass, interpersonal, and more). I t currently covers only the period 
from 1998 to the present. 

Education Abstracts covers English-language periodicals, monographs, and yearbooks 
about the education discipline. Every article (of one column or more) in 423 periodi­
cals and yearbooks is cited/along with books related to education (published in 1995 
or later). Topics covered include contemporary education issues, such as government 
funding, instructional media, multicultural education, religious education, student 
counseling, competency based, and information technology. Dates covered are 1983 
to present, though information from 1983 to 1993 is only indexed; abstracts begin in 
1994. 

ERIC, which stands for Educational Resources Information Center, is the world's largest 
source of education-related literature and information. Abstracts of journal articles and 
documents (e.g., reports, papers, books) on education research and practice are cov­
ered. In addition to the usual search features, ERIC includes a target audience code 
that identifies who a particular piece was intended for. I t covers the period from 1966 
to present. 

HealthSTAR database focuses on Health Services, Technology, Administration, and Re­
search literature. I t contains bibliographic citations (plus abstracts, i f available) to jour­
nal articles, technical and government reports, meeting papers and abstracts, books, 
and book chapters. The index covers topics with both a clinical focus (e.g., evaluation 
of patient outcomes and effectiveness of procedures, programs, etc.) and nonclinical 
focus (e.g., health policy, health services research). Information from 1975 forward 
can be accessed through the service. 

Historical Abstracts includes references to more than 2,000 journals covering aspects of 
world history from 1450 to present (excluding the United States and Canada). In­
cluded are key historical journals, books, and dissertations, as well as social sciences and 
humanities journals of interest to history students and researchers. Historical Abstracts 
thus serves as a resource for researchers in fields such as history, sociology, multicul­
tural studies, psychology, women's studies/gender studies, religion, interdisciplinary 
studies, anthropology and political science. Dates covered range from 1450 to the 
present. 
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Humanities Abstracts database cites articles since 1984 from approximately 468 
English-language periodicals (journals and magazines) covering fields such as 
archaeology and classical studies, art and photography, folklore, history, jour­
nalism and communications, language and literature, literary and political criti­
cism, music and performing arts, philosophy, and religion and theology. Some 
full-text articles are included. 

Library Literature index includes references from 234Jibrary and information sci­
ence periodicals, plus books, book chapters, conference proceedings, state 
journals, theses, and pamphlets. Topics covered include the following: censor­
ship, public relations, preservation, copyright legislation, automation, catalog­
ing and classification, and electronic searching. The database covers the period 
from 1984 to the present. 

MEDLINE database contains bibliographic citations and author abstracts from 
the fields of medicine, nursing, dentistry, veterinary medicine, health care, and 
preclinical sciences. More than 3,900 biomedical journals from the United 
States and abroad are represented; 8 8% of citations are in English, and 76% have 
English-language abstracts. The database comes from the National Library of 
Medicine (NLM), which indexes each article with NLM's controlled vocabu­
lary, MeSH (Medical Subject Headings). The period covered is from 1966 to 
the present. 

Music Index Online covers the journal literature of classical and popular music 
since 1979. Indexed topics include musicological or organological subjects and 
also book and record reviews, first performances, and obituaries. Articles from 
more than 640 international music periodicals are currently represented and 
organized within, according to an internal subject heading list. 

PAIS International database indexes literature relevant to public affairs (e.g., cur­
rent issues and actions affecting communities, governments, and people; topics 
that are or may become the subject of legislation). Subject areas covered in­
clude economics, political science, public administration, international trade, 
international law, international relations, demography, and social problems. 
PAIS International incorporates references to more than 425,000 journal arti­
cles, books, reports, Internet material, and more. Publications from more than 
120 countries are indexed, in a variety of languages. Dates covered by the data­
base arc 1972 to the present. 

Periodical Abstracts is a general index providing access to abstracts from general 
and academic periodicals covering a variety of disciplines. More than 1,800 pe­
riodicals are currently represented. Dates covered range from 1986 to the pres­
ent. 

ProQuest Digital Dissertations database contains citations of more than 1.6 mil­
lion doctoral dissertations and master's theses published from 1861 (the date 
of the first accepted U.S. dissertation) to present. The full text of more than one 
million entries can be 'obtained in paper and microfilm formats, and the full text 
of 100,000-plus dissertations can be downloaded from the Web site. Although 
full-text privileges are restricted to institutional subscribers to the service, free 
24-page previews of dissertations and theses (from 1997 forward) are freely 
available. In addition, citations for post-1979 dissertations include 350-word 
abstracts, and citations from post-1987 theses include 150-word abstracts. 
Around 47,000 new dissertations and 12,000 new theses are added to the in­
dex each year. 
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PsycINFO database collects citations from publications deemed psychologically relevant 
by the American Psychological Association, including journal articles, dissertations, re­
ports, book chapters, and books (all English-language). In addition to psychology lit­
erature, the database includes literature relevant to communication, education, medi­
cine, law, nursing, and social work. Dates covered range from 1967 to the present, with 
Historic PsychlNFO going back as far as 1887 for some sources. 

Social Sciences Citation Index covers the journal literature of a variety of social science dis­
ciplines, including anthropology, communication, history, industrial relations, infor­
mation science and library science, law, linguistics, philosophy, psychology, psychiatry, 
political science, public health, social issues, social work, sociology, substance abuse, 
urban studies, and women's studies. Currently, more than 1,725 journals and 3.15 mil­
lion articles are indexed, plus relevant items from approximately 3,300 scientific and 
technical journals. The database allows users to access information from 1980 onward, 
and author abstracts are available from approximately 60% of cited works. I n addition, 
the index also cites references, allowing users to check the cited works in each article as 
well as the number of times the article has been cited in other works. 

Sociological Abstracts collects research citations from sociology and related social and be­
havioral science disciplines. I t includes information from 2,600 journals plus confer­
ence papers, books, and dissertations. The database covers research from 1963 to the 
present; however, only records after 1974 include in-depth, nonevaluative abstracts. 

WorldCat, a general online database, includes references to any type of material cataloged 
by Online Computer Library Center member libraries (including master's theses). 
Areas covered include arts and humanities, business and economics, conferences and 
proceedings, consumer affairs and people, education, engineering and technology, 
general and reference, general science, life sciences, medical and health sciences, news 
and current events, public affairs and law, and social sciences. Around 40 million re­
cords are currently indexed, dating from the 12th century to present. 

3. In Box 2.1, years are left blank for which no search is possible for an index. A 
zero indicates that the index is operable for that year, but no citations to content analy­
sis or text analysis are found. For example, Humanities Abstracts begins with the year 
1984; there is one content analysis/text analysis cite for that year. 

4. The descriptions were provided by Harrison's Reports, a commercial reviewing 
service available to movie exhibitors. The Reports included a brief plot description for 
each film released. Dale did a validity check of the Harrison plot summaries. 

5. Notice that there was no "why" component to the question. Lasswell's receiver 
(rather than source) orientation is well noted. 

6. Lasswell trained in psychoanalytical methods with Elton Mayo at Harvard, and 
his subsequent psychoanalytical research was rejected by political scientists and Freud­
ians alike. In the late 19 30s, he made plans to establish an institute with Yale anthropol­
ogist and linguist Edward Sapir and psychoanalyst Flenry Stack Sullivan, a plan cut 
short by Sapir's death. 

7. In Lasswell's seminal work (Lasswell et al., 1949), one of his applications of 
content analysis was his "propaganda detection," a coding system to be used in support 
of the McCormack Act, a 1939 law that provided for the registration of foreign agents 
with the federal government (Spak, 1990). He notes, " I n periods of crisis, it is pecu­
liarly necessary to identify enemies of democracy, and to stimulate the members of the 
public to be on guard in evaluating what is said" (Lasswell et al., 1949, p. 175). 
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8. Lee and Lee's (1939) seven propaganda devices are (a) name calling, (b) glit­
tering generality, (c) transfer, (d) testimonial, (e) plain folks, (f) card stacking, and (g) 
bandwagon. This classification system is stilt used today (Severin 8c Tankard, 1997). 

9. Riefenstahl's master works Triumph of the Will {19 SB) and Olympic (1937), 
artistically groundbreaking films documenting the 1934 Nuremberg Nazi Party Rally 
and the 1936 Berlin Olympics, respectively, are credited by popular and scholarly crit­
ics as having stimulated public support for Adolph Hitler (Kracauer, 1947). 

10. Sapir (1927) identified five levels for "get [ting] at the personality of an indi­
vidual" (p. 904) from speech characteristics: (a) voice, (b) voice dynamics (e.g., intona­
tion, rhythm, continuity, speed), (c) pronunciation, (d) vocabulary, and (e) style. 

11. Signorielli, Gerbner, and Morgan (1995) provide the following partial list: 
The Surgeon General's Scientific Advisory Committee on Television and Social Behav­
ior, the National Institute of Mental Health, the White House Office of Telecommuni­
cations Policy, the American Medical Association, the Administration on Aging, the 
National Science Foundation, the W. Alton Jones Foundation, the Screen Actors' 
Guild, the American Federation of Television and Radio Artists, the National Cable 
Television Association, the U.S. Commission on Civil Rights, the Turner Broadcasting 
System, the Office of Substance Abuse Prevention and the Center for Substance Abuse 
Prevention of the U.S. Public Health Service (p. 279). The Cultural Indicators Project 
findings are reported in Gerbner (1972), Gerbner and Gross (1976), Gerbner, Gross, 
Signorielli, Morgan, and Jackson-Beeck (1979), Gerbner et al. (1980), Gerbner, Gross, 
Morgan, and Signorielli (1986), and Gerbner, Gross, Morgan, and Signorielli (1994). 

12. Marshall McLuhan predicted a global village, linked by electronic technolo­
gies (McLuhan & Powers, 1989). Fred Williams (1982) refined this prediction to in­
clude multiple villages defined by communities of interest rather than geography, and 
this has indeed come to pass. 

13. Bill Evans notes that he began CONTENT—the Internet mailing list for news 
and discussion of content analysis—"because I was lonely. I was at the faculty at Geor­
gia Tech., where I was surrounded by colleagues with interests in research methods and 
computing. Unfortunately, none of my colleagues had more than a passing acquain­
tance with content analysis. . . . But I also knew many other researchers at other uni­
versities who felt similarly isolated." (William Evans, personal communication, June 
2000) 

CONTENT provides a forum for discussion among content analysts, and Bill 
Evans also sends informative content analysis "Publication Alerts" to the listserv 
subscribers. 





C H A P T E R 

Beyond Description 
An Integrative Model of Content Analysis 

A s noted i n Chapter 1 , this book takes the view that content analysis is (or 
should be) a research technique that conforms to the rules of science. 

Most closely related to the technique o f survey research, i t uses messages 
rather than human beings as its level of analysis. Issues that apply include those 
o f validity (internal and external), reliability, sample representativeness, the 
principle o f maximum information (Woelfel & Fink, 1980), and objectivity (or 
intersubjectivity). Before proceeding on a discussion of exactly how content 
analysis may be conducted to achieve these standards, a basic background on 
the ground rules and terminology of the scientific method is i n order. 

The Language of the Scientific Method 

Whether explicitly stated or not , a primary goal o f most scientific studies is to 
identify causal relationships. That is, we hope to discover at least one causal 
agent (X) that leads to at least one outcome (Y). Establishing a cause-and-
effect relationship is rarely (many would say never) achieved in social and be­
havioral scientific study; i t is almost impossible to meet all three criteria for 
causality: (a) a relationship, (b) time ordering (such that Xprecedes Y i n time), 
and (c) the elimination of'all alternative explanations. The second cr i ter ion— 
time ordering—requires either a study that has two or more measurement 
points over time (a longitudinal study) or an experiment. The third criterion 
—accounting for ail alternative explanations—is generally impossible to fully 
achieve. However, the task is to do the most complete job possible, identifying 
and measuring as many control variables as possible. 1 
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Given that the discovery of true causality is essentially an unattainable 
goal, we do not refer to "cause" and "effect." Rather, we refer to each "pre­
sumed cause" as an independent variable and each "presumed effect" as a de­
pendent variable. A variable is a definable and measurable construct that var­
ies, that is, i t holds different values for different individual cases or units. For 
example, we may predict that gender is related to interrupting behavior, such 
that males w i l l interrupt conversations more often than w i l l females. Each unit 
(person, in this case) wi l l hold a certain value on the independent variable 
(male or female) and a certain value on the dependent variable (e.g., 4 times i n 
5 minutes, 12 times i n 5 minutes). These values must vary across units or there 
exists no variable for study; for instance, i f all persons in the study are male, no 
comparison may be made w i t h females, and therefore "gender" does not exist 
in the study as a variable; we could not assess the impact o f gender on inter­
rupt ing behavior. I n this example, gender is the independent variable and in­
terrupting behavior the dependent variable. I n a hypothesis, we predict that 
one's gender affects one's interrupting behavior; the converse is clearly impos­
sible in this case. 

The main empirical, quantitative methods available to the social or behav­
ioral scientist to investigate hypotheses ot research questions about possible rela­
tionships between independent and dependent variables are the experiment 
and the survey. A n experiment is an investigation i n which at least one inde­
pendent variable is manipulated or controlled. A survey is a study i n which an 
attempt is made to measure all variables—independent and dependent—as 
they naturally occur. Note the simplicity o f these definitions. Despite common 
expectations, an experiment does not have to take place i n a laboratory setting 
(although many do) . And a survey does not have to consist o f a questionnaire 
(although most do) . A n experiment could be conducted in a "real" setting, 
such as a workplace. For example, a researcher might randomly assign employ­
ees i n an organization to types of working conditions (e.g., face-to-face work 
teams vs. " v i r t u a l , " online work teams), and then outcome variables could be 
measured. 

Most surveys do involve the use of a questionnaire, that is, a set o f ques­
tions that are presented to a respondent either as a self-administered paper-
and-pencil booklet, as an online set o f questions, or as an interview. However, 
many experiments also use a questionnaire, especially to measure dependent 
variables and control variables. A n d a survey that does not use a questionnaire 
is quite possible—it might involve direct observation o f behavior: for instance, 
observing and tabulating a child's play behavior. Al though the "self-report" 
nature o f the study has been eliminated, it's important to note that the obser­
vation process also relies on subjective human reportage—in this case, a hu­
man observer-coder of others' behavior. As we shall see, this involvement of 
humans in the measurement process is o f great concern i n content analysis. 

The relative advantages and disadvantages o f the two research approaches 
—experiment and survey—are clear. A n experiment generally enjoys a high 
degree o f control and certainty about the validity of the independent vari-
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able(s) but is often artificial i n its execution (i.e., higher on validity and lower 
on generalizability, which is sometimes called external validity). A survey is 
more true to life and tends to be more generalizable so long as a random sam­
ple is employed, but its measures are more suspect, especially when they rely on 
self-report questionnaire responses (i.e., higher on generalizability or external 
validity and lower on validity). Most scholars agree that the "best" approach is 
one of triangulation, that is.; testing for a hypothesized relationship among 
variables wi th a variety of methods—experiments, surveys, and other, more 
qualitative methods. The various methods' strengths and weaknesses tend to 
balance out, and i f all the various methods reveal similar findings, the support 
for the hypothesis is particularly strong. 

Content analysis as a research method is consistent wi th the goals.and 
standards o f survey research. I n a content analysis, an attempt is made to mea­
sure all variables as they naturally or normally occur. N o manipulation of inde­
pendent variables is attempted. Some type of random sampling of the units o f 
data collection is typical, making the findings generalizable to a larger group­
ing or population o f messages. Note that the units of data collection are simply 
different from those o f the typical survey (i.e., messages rather than persons). 
A n d the questionable validity o f the measures in a survey also applies to the 
content analysis. Just as the self-report nature o f most surveys calls into ques­
t ion the objectivity and validity o f their measures, so, too, the involvement o f 
human decision makers in the content analysis process calls into question the 
validity of the coding or dictionary construction. I n short, the content analysis 
enjoys the typical advantages of survey research and usually suffers its draw­
backs as well. 

How Content Analysis Is Done: A Flowchart for 
the Typical Process of Content-Analytic Research 

As a form of scientific endeavor, content analysis ought to be conducted in line 
w i t h procedures appropriate to good science. Box 3.1 contains a flowchart o f 
the typical process o f content analysis, w i t h nine steps outlined. The model fo l ­
lows the common steps for research i n the scientific method, applying appro­
priate terminology for coritent analysis whenever needed. Subsequent chap­
ters w i l l explore the steps; Steps 1 through 3 are treated i n Chapter 5; Step 4, 
Coding, is included in Chapter 6; Step 5, Sampling, is the subject o f Chapter 4; 
Steps 6 through 8 are addressed in Chapter 7; A n d Step 9, Tabulation and Re­
port ing, is dealt wi th i n Chapter 8. An important distinction apparent i n the 
flowchart is the splitting o f f o f human coding from computer coding at two 
junctures. A t this point , it's important to understand the differences between 
the two. 
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Box 3 .1 A Flowchart for the Typical Process o f Content Analysis Research 

1. Theory and rationale: Whatcontent will be examined, and why? Are there certain theories 
or perspectives that indicate that this particular message content is important to study? 
Library work is needed here to conduct a good literature review. Will you be using an in­
tegrative model, linking content analysis with other data to show relationships with 
source or receiver characteristics? Do you have research questions? Hypotheses? 

2. Conceptualizations:What variableswiW be used in the study, and how do you define them 
conceptually (i.e., with dictionary-type definitions)? Remember, you are the boss! There 
are many ways to define a given construct, and there is no one right way. You may want to 
screen some examples of the content you're going to analyze, to make sure you've cov­
ered everything you want. . 

3. Operationalizations (measures): Your measures should match your conceptualizations 
{this is called internal validity). What unit of data collection will you use? You may have 
more than one unit (e.g., a by-utterance coding scheme and a by-speaker coding 
scheme). Are the variables measured well (i.e., at a high level of measurement, with cate­
gories that are exhaustive and mutually exclusive)} An a priori coding scheme describing 
all measures must be created. Both face validity and content validity may also be assessed 
at this point. 

Human 
Coding 

Computer 
Coding 

I 

4a. Coding schemes: You need to create 
the following materials: 

a. Codebook (with all variable 
measures fully explained) 

b. Codingform 

4b. Coding schemes: With computer text 
content analysis, you still need a code-
book of sorts—a full explanation of 
your dictionaries and method of ap­
plying them. You may use standard 
dictionaries (e.g., those in Hart's pro­
gram, Diction) or originally created 
dictionaries. When creating custom 
dictionaries, be sure to first generate a 
frequencies list from your text sample 
and examine for key words and 
phrases. 

Human 
Coding 

Computer 
Coding 
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5. Sampling: Is a census of the content possible? (If yes, go to #6.) H o w will you 
randomly sample a subset of the content? This could be by time period, by is­
sue, by page, by channel, and so forth. 

6. Training and pilot reliability: During a training ses­
sion in which coders work together, find out whether 
they can agree on the coding of variables. Then, in an 
independent coding test, note the reliability on each 
variable. At each stage, revise the cpdebook or coding 
form as needed. 

7a. Coding: Use at least two coders, to 
establish intercoder reliability. 
Coding should be done indepen­
dently, with at least 10% overlap for 
the reliability test. 

7b. Coding: Apply dictionaries to the 
sample text to generate per-unit 
(e.g.; per-news-story) frequencies 
for each dictionary. Do some spot 
checking for validation. 

Human 
Coding 

Computer 
Coding 

Final reliability: Calculate a reliability figure {percent 
agreement, Scott's pi, Spearman's rbo, or Pearson's r, 
for example) for each variable. 

9. Tabulation and reporting: Sec various examples of content analysis results to 
see the ways in which results can be reported. Figures and statistics may be re­
ported one variable at a time (univariate), or variables may be cross-tabulated 
in different ways (bivariate and multivariate techniques). Over-time trends are 
also a common reporting method. In the long run, relationships between con­
tent analysis variables and other measures may establish criterion and construct 
validity. 
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H u m a n C o d i n g Versus Computer C o d i n g 

Human coding involves the use of people as coders, wi th each using a stan­
dard codebook and coding form to read, view, or otherwise decode the target 
content and record his or her objective and careful observations on preestab-
lished variables. Computer coding involves the automated tabulation o f vari­
ables for target content that has been prepared for the computer. Typically, 
computer coding means having software analyze a set of text, counting key 
words, phrases, or other text-only markers. The term CATA has been adopted 
to designate the popular use o f "computer-aided text analysis." 

U n t i l recently, some content analysts referred to automated coding as »0-
chine coding, leaving open the possibility o f noncomputer automated coding. 
Are there currently any machines other than computers capable o f conducting 
some type o f automated content analysis? N o t really. However, as w i l l be de­
scribed in Chapters 4 and 6, there are a number o f video and audio technolo­
gies that may assist in the coding of visual and auditory content. I n ail l ikeli­
hood, as their potentials for fully automated coding develop, all these 
technologies w i l l be firmly linked wi th (controlled by, or merged wi th) com­
puters. However, theoretically, machine coding could be conducted by a de­
vice other than a computer. 

Chapter 6 presents some examples o f codebooks and coding forms for hu­
man coding and dictionaries for computer coding via computer text content 
analysis. More examples are available at The Content Analysis Guidebook On­
line. 

Approaches to Content Analysis 

This book presents the view that content analysis is best approached as one 
tool for testing relationships within a basic communication model. The classic 
Shannon-Weaver (Shannon & Weaver, 1998) model provides the raw frame­
work o f source, message, channel, and receiver. Based on this, Berelson (1952) 
proposed five purposes for content analysis: (a) to describe substance charac­
teristics o f message content (essentially what are described i n Chapter 1 as 
content characteristics), (b) to describe form characteristics of message con­
tent, (c) to make inferences to producers of content, (d) to make inferences to 
audiences o f content, and (e) to determine the effects o f content on the audi­
ence. 

The view presented i n this book does not accept the notion that i t is appro­
priate to make conclusions about source or receiver on the basis o f an analysis 
o f message content alone. Carney (1971) expresses the view that there are 
three uses o f content analysis: Descriptive, hypothesis testing, and facilitating 
inference. This book's presentation is more consistent wi th Carney's view, ex­
tending i t somewhat to include the consideration o f extramessage variables, 
that is, variables measured on source or receiver units. 
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This chapter w i l l attempt to develop an integrative model of content anal­
ysis, which recognizes that whereas content analysis itself can only describe 
message characteristics or identify relationships among message characteris­
tics, its methods are integral to a full understanding o f human behavior and 
hence essential to social and behavioral science. When combined wi th results 
f rom other studies that use persons as units o f inquiry (Shoemaker & Reese, 
1990), content analysis can provide important missing links i n multistep mod­
els o f human communication behavior and o f audience responses to mediated 
communication. Thus, whereas Berelson, for example, says that we may infer 
source characteristics or intent from examining message content, this book ar­
gues instead for the integration of content analytic studies w i t h surveys of 
sources that give concrete evidence of source characteristics or intent. The 
goals of science are typically presented as description:, prediction, control, and 
explanation. Only w i t h an integrated approach to data collection can applica­
tions o f content analysis aspire to the highest goal: explanation. 

To date, the common approaches to content analysis may be categorized 
as descriptive, inferential, psychometric, and predictive. 

Descriptive Content Analysis 

Many content analyses describe a particular message pool in almost archi­
val fashion. Researchers working in this vein are careful to l imit their conclu­
sions to the content being studied, although they may clearly be motivated by 
a desire to infer characteristics to the source(s) or to anticipate outcomes of the 
messages. These analyses are attractive i n their clarity and parsimony. But they 
sometimes seem to be targets for those who question the scientific importance 
or sophistication of content analysis as a method. 

A n example of descriptive content analysis would be the ongoing research 
tracking sexual content in U.S. television programming (ICunkel, Cope-
Farrar, Biely, Farinola, & Donnerstein, 2001). Whereas its origins are clearly 
in a concern over the effects o f sexual content on viewers, the project never 
overstates its conclusions—they are purely content based. Key findings in­
clude an identified rise in sexual content over a 2-year comparison period, no­
tably in shows featuring teenagers. 

Also, a team at Temple University is currently involved in a long-range 
project to describe formal features of T V as they are presently employed 
(Lombard, Campanella, Linder, & Snyder, 1996). Motivated by the growing 
body of evidence concerning the physiological and psychological processing 
and impact o f structural features o f television (e.g., pace o f editing, camera an­
gles, sound effects, use o f text and graphics), their work begins to document 
the state o f the art o f television production. Their descriptive goal is clear. 

Another example of a purely descriptive content analysis is the Screen-
Actors-Guild-sponsored analysis of prime-time television programming, the 
African American Television Report (Robb, 2000). A team led by Darnell 
H u n t at the University of Southern California examined a sample of 384 epi-
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sodes o f 87 prime-time series on the six broadcast networks, identifying a total 
o f 6,199 characters. The study found that although African Americans com­
posed 12.2% o f the U.S. population at the time o f the data collection, they ac­
counted for about 16% of the characters. This "overrepresentation" was more 
marked in situation comedies, wi th more than half (50.5%) of all Black charac­
ters appearing i n sitcoms. 

I t needs to be understood that descriptive does not always mean univari­
ate, that is, describing results one variable at a time. There might be—and of­
ten should be—a predicted relationship among variables measured in the con­
tent analysis. A good example is Dixon and Linz's (2000) study o f television 
news coverage of lawbreakers. They found a significant relationship between 
the race o f the perpetrator and whether the crime reported was a felony. Thus, 
the bivariate (two-variable) relationship is 

Race o f perpetrator —> Type o f crime (felony or nonfelony) 

Inferential Content Analysis 

The view presented i n this book does not endorse most explicit inferences 
made strictly f rom content analysis results, a view consistent w i t h early admo­
nitions by Janis (1949). Counter to this view, Berelson's (1952) 50-year-old 
encouragement continues to be invoked i n cases where researchers wish to 
make conclusions about sources or receivers solely f r o m content-analytic stud­
ies. Yet such unbacked inferences are inconsistent w i t h the tenets of the philos­
ophy o f science—it is important to note that they are not empirically based. 

I t seems that interpersonal communication-type content analyses (espe­
cially those w i t h known receivers]) tend to try to infer to the source, whereas 
mass communication-type studies (with undifferentiated receivers) tend to at­
tempt to infer to receivers or receiver effects or both, although this observa­
t ion has not been backed by data (e.g., a content analysis of content analyses). 
Clearly, however, there is great interest i n going beyond description o f mes­
sages. As we w i l l see, there are alternatives to nonempirical inference. 

Psychometric Content Analysis 

The type of content analysis that seems to have experienced the greatest 
growth in recent years within the discipline o f psychology is that o f psycho­
metric content analysis. This method seeks (a) to provide a clinical diagnosis 
for an individual through analysis o f messages generated by that individual or 
(b) to measure a psychological trait or state through message analysis. 

This particular application o f content analysis might be seen as going be­
yond simple inference i n that the measures are validated against external stan­
dards. Applying the notion of criterion validity as articulated by Carmines and 
Zeller (1979), the technique involves a careful process o f validation, i n which 
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content analysis is linked wi th other time-honored diagnostic methods, such 
as observations of the subject's behavior (the "cr i ter ion") . Over a series of i n ­
vestigations, the content analysis dictionaries (sets of words, phrases, terms, 
and parts o f speech that are counted up i n a sample o f the subject's speech or 
writ ing) are refined to improve their correspondence wi th the older diagnostic 
and psychographic techniques (Gottschalk, 1995; Smith, 1992). The ultimate 
goal is, however, to infer to a given source without having to apply these other 
diagnostic tools each and every time'. But this is done only after substantial, 
careful validation wi th numerous sources. 

Predictive Content Analysis 

This type of content analysis has as its primary goal the prediction of some 
outcome or effect o f the messages under examination. By measuring key char­
acteristics o f messages, the researcher aims to predict receiver or audience re­
sponses to the messages. This necessitates the merging of content-analytic 
methods w i t h other methods that use people as units of data collection and 
analysis—typically, survey or experimental methods or both. 

A good example o f this type o f study is Naccarato's (Naccarato & Neuen­
dorf, 1998) combined content analysis and audience study that linked key 
print advertising features to audience recall, readership, and evaluations o f 
ads. Box 3.2 tells the story o f the research process, and Box 3.3 carries the pro­
cess a bit further by applying the knowledge gained from the content analysis 
to a hypothetical creative process o f new ad creation. 

I n a series of studies l inking media presentations o f violent acts and aggre­
gate crime and mortality statistics from archival sources, Phillips (1974,1982, 
1983; Phillips 8c Hensiey, 1984; Phillips 8c Paight, 1987) has established a 
long and distinctive record of research using simple predictive content analy­
sis.2 He has examined the incidence of homicides after network news coverage 
of championship boxing matches, the incidence o f suicides after newspaper re­
ports of suicides, and the occurrence o f deaths due to car accidents following 
soap opera suicides. Although Phillips's attempts to draw causal conclusions 
have come under criticism (Gunter, 2000), his research approach has shown 
robust, replicable relationships between media reports and depictions of vio­
lence and real-life events. 

Another type o f predictive content analysis that has been gaining popular­
ity is the prediction of public opinion f rom news coverage of issues (e.g., 
Salwen, 1986). Through a blending o f content analysis and public opinion 
poll summarization, Hertog and Fan (1995) found that print news coverage 
o f three potential H I V transmission routes (toilets, sneezing, and insects) pre­
ceded and was significantly related to public beliefs about those routes as ex­
pressed in polls. Key details of this innovative and sophisticated study are re­
ported in Box 3.4. 
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Box 3.2 The Practical Prediction o f Advertising Readership 

After 20 years as an advertising professional, John Naccarato wanted his master's 
thesis (see Naccarato & Neuendorf, 1998) to merge theory and research with a practical 
application to his chosen field. In his capacity as a business-to-business ad specialist, he 
was accustomed to receiving reports from publishers and from other standard readership 
services regarding the level of readership for the ads he placed in business-to-business 
publications. Privately, he had always asked what he called the "why" question: Why did 
one ad perform better than another? What was it about a given ad that attracted the 
reader? 

He settled on content analysis as a method of linking the already accessible readership 
data with ad characteristics. In this way, he would be able to find out i f certain ad 
attributes bore a relationship to readership scores. I f so, although causality would not be 
verifiable, he could at least make predictions from ad characteristics. Only a handful of 
studies had tried to do something along these lines; only a few of these analyzed print 
advertising, and none had examined the business-to-business context (Chamblee, 
Gilmore, Thomas, & Soidow, 1993; Donath, 1982; Gagnard 8c Morris, 1988; 

I Holbrook 8c Lehmann, 1980; Holman & Hecker, 1983; Stewart 8c Furse, 1986; Wood, 
j 1989). 

Naccarato's needs were concrete—he wanted to find the best combination of ad 
variables that would predict reader response—but he did not ignore theory and past 
research in his collection. From persuasion theories, he derived measures of the ad's 
appeals (e.g., humor, logical argument, fear; Markiewicz, 1974). From earlier content 
analysis studies, he adapted indicators of form attributes, such as use of color, ad size, and 
other layout features. From practitioner recommendations found in advertising texts, he 
pulled variables such as use of case histories, use of spokespersons, and competitive 
comparisons. And from his own personal experience in advertising, John extracted such 
notions as the consideration of the role of charts and graphs in the ad layout. At the end 
of the process of collecting variables, he had a total of 190 variables. 

Naccarato's codebook and corresponding coding form were lengthy (both may be 
( found at The Content Analysis Guidebook Online). As a result of combining variables and 

The Integrative Model of Content Analysis 

Expanding on this notion o f predictive content analysis, i t is proposed that a 
comprehensive model for the util i ty of the method of content analysis be con­
structed. 

To date, Shoemaker and Reese (1996) have been the most vocal propo­
nents o f integrating studies o f media sources, messages, audiences, and media 
effects on audiences. They have developed a model o f research domains for 
typologizing mass media studies. Their individual domains are as follows: 
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eliminating variables with low reliabilities or lack of variance, the final pool of variables 
was reduced to 54 form and 21 content variables for inclusion in analyses. 

The population of messages was defined as all ads appearing in the trade publication, 
Electric Light and Power (EL&'F) during a 2-year period. Sampling was done by issue; 
eight issues were randomly selected, with all ads in each issue included in the analysis (n ~ 
247). All the ads in EL&Pduring this time period had been studied via the publisher's 
own readership survey, the PennWell Advertising Readership Research Report. This 
self-report mail survey of subscribers measured audience recall and readership and 
perceptions of the ad as attractive and informative. The survey sample sizes ranged from 
200 to 700, and response rate ranged from 10% to 50%. 

With the unit of analysis being the individual ad, data were merged to analyze the 
relationship between ad characteristics and each of the four audience-centered 
dependent variables. Stepwise regression analyses were conducted to discover which of 
the 75 independent variables best constructed a predictive model. 

This approach proved to be fruitful. All four regression models were statistically 
significant. Variances accounted for were as follows: For ad recall, 59%; readership, 12%; 
informativeness, 18%; attractiveness, 40%. For example, ad recall seemed to be enhanced 
by use of a tabloid spread, greater use of color, use of copy in the bottom half of the ad, 
use of large subvisuais, and advertising a service (rather than a product). Recall was lower 
with ads that were of fractional page or junior page size, that used copy in the right half of 
the ad, and that used a chart or graph as their major visual (rather than a photo). 

John Naccarato's practical interest in predicting audience attraction to business-to-
business ads was rewarded with some powerful findings and resulted in a caution against 
taking practitioner recommendations too seriously. In only a small number of instances 
did such recommendations match up with the study's findings of what relates to positive 
reader reactions. For example, books by leading advertising professionals recommend 
such techniques as the use of a spokesperson, humor, calis to action, and shorter copy. 
Yet none of these was related to any of the four audience outcomes. On the other hand, 
copy placement and use of fear appeals were important predictors that practitioners 
usually ignore. 

A. Source and system factors affecting media content 

B. Media content characteristics as related to audience's use o f and evaluation 
of content 

C. Media content characteristics as predictive o f media effects on the audience 

D . Characteristics of the audience and its environment as related to the 
audience's use of and evaluation of media content 

E. Audiences' use o f and evaluation of media content as related to media's 
effects on the audience 
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Box 3.3 Creating the "Perfect" Advertisement 

Using Content Analysis for Creative Message Construction 

' Box 3.2 shows how an integrative content analysis model can produce powerful 
findings with practical significance. By linking message features with receiver response, 
Naccarato and Neuendorf (1998) discovered specific form and content characteristics of 
business-to~business advertisements that led to recall, readership, and other indicators 
of message effectiveness. A logical next step would be to relate these findings back to the 
source level by constructing an ad that incorporates all of the successful predictors. 

Just for fun, a sample ad has been created that does just that. The ad, shown below, is 
for the fictional product, SharkArrest. I t incorporates all of the exclusively positive, 
significant predictors of business-to-business message effectiveness from the Naccarato 
and Neuendorf study into a single message. 

Umni it^l aut <%f c m kif WQL • Oi i- inr ' 
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Protect your resort with SharkArrest 
Rows and rows of razor-sharp teeth. Five-thousand pounds of clamping pressure. These are 
just a few frightening attributes of sharks that can wreak havoc on a successful resort 
community. But now there's a solution to shark-related anxiety. 

SharkArrest is a new service for the safety-
conscious resort owner. The SharkArrest 

team of experts is specially trained to fend off 
sharks using advanced fish repellent 

techniques. The patented methods are 
scientifically proven and 100% 
environmentally & shark safe. 

For more information and a free trial, call: 
1-555-NOSHAKKS 

SharkArrest 
www.sharkarrest. chomp 

I  

http://www.sharkarrest
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Form Variables 

Headline placement, top: The headline, "Uninvited guests can kill your business - . i s located at 
the top of the ad, making it the first distinguishable feature, from a top-down perspective. This 
placement relates positively to perceived informativeness of the ad. 

Subject apparent in visuals: Sharks, the subject of the ad, is clearly communicated through the shark 
photograph in the top half of the layout. Making the subject apparent in visuals is a positive pre­
dictor of both readership and informativeness. 

Color: The original SharkArrest ad (not reproduced in color here) includes two colorful photos, 
one of a shark and another of a beach, and also some color text. Color leads to both recall and i 
perceived attractiveness. 

Large size of subvisuals: The photo of the beach at the bottom is larger than a typical subvisual, 
which positively predicts recall. 

Copy placement, bottom: Two paragraphs of copy appear in the bottom half of the SharkArrest ad. 
This layout predicts both recall and attractiveness. 

Content Variables 

Fear appeal: The ad uses a frightening photo of a great white shark arid copy describing some 
threatening attributes of sharks, to strike fear in resort owners, because it makes sharks seem like 
a danger to both their businesses and their guests. Fear appeals positively predict both readership 
and attractiveness of ads. 

Ad type—service: The ad is from a shark protection company that provides a service to business 
customers by keeping sharks away from their property. Ads for a service arc significantly likely to 
be recalled by business-to-business ad readers, 

These features could all be included in a real-life business-to-business service ad­
vertisement, thus making it a perfect ad, in light of the Naccarato and Neuendorf study 
results. More important, this example shows one of the many creative possibilities 
opened up by an integrative content analysis approach. 

These authors propose combining die five domains to produce a variety of 
broader domains of research, with domain A-B-C-D-E as the optimal "fully elab­
orated model of mass communication" (p. 257). Their model clearly distin­
guishes between message effects on audiences and audiences' more active use of 
media messages. 

The Shoemaker and Reese (1996) model can productively inform our dis­
cussion o f integrating content analysis wi th additional data. Domains A, B, 
and C clearly address the uti l i ty of content analysis data and hold similarities to 
the integrative model proposed here. But key differences do exist. The Shoe­
maker and Reese model is i n some senses more restrictive (in its particular ap­
plication to mass communication research) and i n other senses more expansive 
(in its consideration of modes o f inquiry other than content analysis). The in­
tegrative model developed in this chapter is designed wi th the simple goal o f 
focusing interest on the role of content analysis i n answering questions via so­
cial and behavioral science investigations. 

This model uses the basic Shannon-Weaver communication model (Shan­
non & Weaver, 1998) as a guide. That model, developed by mathematicians at 

I 
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Approaching Causality—Does Press Coverage Cause Public 
Opinion? 

The prevailing view of news coverage by those who report it is that the news follows 
public opinion, rather than leadsh. That is, the public agenda is first established and then 
news reporters simply pick up on evident trends and document them. Many scholars 
have questioned this point of view, and numerous media effects studies have established 
the potential of media messages to change the opinions of individuals. Hertog and Fan 
(1995) took the novel approach of tracking aggregate public opinion in light of overall 
news coverage on a singular topic. Using techniques originally proposed in Fan's (1988) 
book on computer text analysis of news coverage, they collected public opinion poll 
findings and content analyzed news stories on the same topic over the same period of 
time. 

All stories pertaining to supposed AIDS transmission via sneezes, toilets, and insects, 
from eight news sources (four major U.S. newspapers, three news magazines, and the 
UPI newswire) were collected for the years 1987 to 1991. The 166 stones were 
human-coded for coverage of the issue—"pro" (e.g., representing the view that you can 
get AIDS from toilets) or "con" (e.g., representing the view than you cannot). The 
results of 23 National Health Interview Survey polls were available for the same period, 
all of which included measures of public perception of the likelihood of AIDS 
transmission in each of the three manners. Data were merged by time period, with each 
poll representing one data point. 

Using Fan's (1988) ideodynamic model, the relative impacts of both pro and con 
AIDS transmission stories were assessed. For example, for both sneezing and insects, pro 
stories seemed to carry more weight than con stories, resulting in a significant change in 
public perception toward the erroneous pro viewpoint. 

Most important, Hertog and Fan (199 5) used the Granger Causality Test to examine 
over-time relationships between news coverage of each AIDS transmission type and 
public opinion. For both sneezing and toilet transmission, they found news content to 
predict later public opinion. Public opinion did not predict subsequent news content. 
With a relationship and time ordering well established, these findings come as close to 
establishing causality as we have seen in content-analytic research. 

Bell Laboratories i n 1949, was designed to describe the flow o f information i n 
a mediated system and to mathematically model conditions for optimal system 
operation (e.g., reduce noise). The original model consisted o f the identifica­
t ion of the fol lowing elements: source, message, transmitter, signal, channel, 
noise, receiver, and destination. The model was readily adopted by social and 
behavioral scientists as a descriptor o f the human communication process, 
w i t h source "encoding," receiver "decoding," and "feedback" from receiver 
to source as key additions. 

Despite its explication i n a wide variety of studies over a 50-year period, 
the Shannon-Weaver model (Shannon 8c Weaver, 1998) has experienced litt le 
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adjustment for the changing information environment (e.g., Baran & Davis, 
1995; Dominick, 1990; Schramm & Roberts, 1971; Straubhaar & LaRose, 
1996). For example, current debate over what constitutes message and what 
constitutes channel'm considering Internet Web sites (e.g., as when the site is 
so responsive to the user that the channel "interacts" wi th the receiver, creat­
ing a unique message pool and mode o f presentation for each individual user) 
has not yet resulted in a popular revision o f the model (Skalski, 2000). Gen­
erally, the Shannon-Weaver model (Shannon & Weaver, 1998) is a paradig­
matic framework for most scholars studying communication activity. 

The proposed integrative model of content analysis takes o f f where 
Berelson (1952) left off. Rather than engaging in overt inference making from 
content-analytic information alone, the integrative model calls for the colla­
t ion o f content analysis message-level data w i t h other available empirical infor­
mation regarding source, receiver, channel, or other contextual states. I t re­
quires that a content analysis study be examined wi th in the framework o f the 
basic communication model. Although this may seem rather mechanistic, i t 
provides us wi th a clear picture o f what components contribute to our under­
standing o f the messages of interest, as well as the nature o f the links between 
message variables and extramessage variables. 

Evaluation With the Integrative 
Model of Content Analysis 

The quality of the information from each component o f the modeled study 
should be evaluated, as should the quality and strength o f the links among 
components. We might think o f these links between message variables and 
source or receiver variables i n terms of how closely tied the data are. Al though 
the strength of the ties between data sets decreases as we move from first-order 
to third-order linkage, all are improvements over simple description and un­
warranted inference. 

Firs t -Order Linkage 

The units o f analysis are isomorphic (i.e., the same) for content analysis 
and source or receiver data. This one-to-one correspondence allows for strong 
relationships to be established. The one-to-one link may be a Type A, i n which 
the precise messages analyzed in the content analysis are the ones created by 
the sources under study or are the ones accessed by the receivers under study. 
A n example would be Naccarato and Neuendorfs (1998) study o f print ads, i n 
which the very ads that were content analyzed were the ads receivers re­
sponded to i n a readership survey. Or the first-order link may be a Type B, in 
which the messages and sources or receivers are linked by a unit of analysis that 
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is not a message under investigation—for example, i f the messages and re­
ceiver characteristics are summarized and then linked by a time period, such as 
year, as i n studies of news coverage and public opinion (e.g., Domke et al., 
1997; Iyengar & Simon, 1993; Watts, Domke, Shah, & Fan, 1999). 

Second-Order Linkage 

I n this case, a link is established without a one-to-one correspondence on 
some unit of analysis. Such links may be anecdotal or occasional—that is, every 
unit i n the content analysis is not matched w i t h a unit in a source or receiver 
study. A n example shown later i n this chapter is Andsager and Miller 's (1992) 
study o f news coverage o f a public issue, which they link to intermittently oc­
curring events i n the sociopolitical environment. 

T h i r d - O r d e r Linkage 

Here, there are no one-to-one or occasional correspondences o f units of 
analysis. Rather, there is an overall logical l ink between content analysis and 
other studies based on the variables selected for study. Studies identified ear­
lier as descriptive might easily fit this description. A third-order l ink is simply a 
logical l ink, using evidence f rom source or receiver studies to provide a ratio­
nale for a content analysis or using a content analysis as motivation for source 
or receiver studies. For example, a set of studies on alcohol advertising found 
that two o f the most common appeals in beer and wine ads (celebrity endorse­
ments and sex appeals, as identified i n a content analysis) were also significantly 
more attractive to teens than to older adults (as discovered i n experimental 
studies of teens and adults, using newly created ads; A t k i n , Neuendorf, & 
McDermott , 1983). 

The integrative approach is a simple way o f analyzing the role of content 
analysis i n the investigation o f the larger framework o f the communication 
process. Examples that have linked content analysis data w i t h extramessage 
source data and extramessage receiver data are considered i n turn i n the fol­
lowing discussion. 

L i n k i n g Message and Receiver Data 

Often, a goal in marketing and mass media research is t o demonstrate an 
effect (e.g., greater audience attendance) of media message characteristics. 
For example, the Naccarato and Neuendorf (1998) study (see Box 3.2) could 
be modeled in the fol lowing way, w i t h S representing source characteristics, 
M / C h representing message (within a channel) characteristics, and R repre­
senting receiver characteristics. The double-headed arrow may be viewed as 
leading f rom message to receiver (indicating effects) or f rom receiver to mes­
sage (indicating use or voluntary exposure). 3 
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Naccarato & Neuendorf (1998) 

S -» M / C h R 

Content analysis o f <-> Readership survey 
business-to-business conducted by 
magazine ads publisher 

Data are linked one-to-one (first-order linkage, ® ) ; the unit of analysis is the indi­
vidual ad, for which both content-analytic and survey data arc collected. Note 
that die units of data collection are different, however (unit« ad for the content 
analysis, unit = person for the readership study). 

I n evaluating this content analysis, wc might criticize the low reliabilities 
of a number o f measures and the inclusion of a relatively small number of con­
tent (vs. form) variables. The readership survey may be criticized for sampling 
problems and self-report issues typical o f readership studies. O n the other 
hand, the linkage is quite sound, given the one-to-one correspondence by i n ­
dividual ad. As noted in Box 3.2, the researchers were able to conduct multiple 
regression analyses to predict readership scores from ad characteristics. 

I n the case o f Hertog and Fan's (1995) study (see Box 3.4), the original 
units o f sampling or data collection are not the same, but the two data sets have 
some shared unit of analysis. The study could be summarized as 

Hertog & Fan (1995) 

S M / C h -» R 

© 
Computer text content <-> Public opinion polls 
analysis of print news about H I V transmission 
stories about H I V 
transmission 

Data are linked by time period (first-order linkage); the units of analysis are time 
periods corresponding to 23 available National Health Interview Surveys be­
tween 1987 and 1991; the original units of data collection were the news stories 
for die content analysis and the individual respondents for the polls. Each study 
was well executed, and the tie between die two was fairly strong. 

I n an extraordinary study that ultimately linked pessimism in popular 
songs to the subsequent state o f the U.S. economy (really), Zullow (1991) 
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also accessed publicly available data (public opinion poll findings and eco­
nomic data) to l ink w i t h his content analysis. This is also a wonderful example 
of the high level of sophistication to which content analyses may aspire. Both 
the coding scheme and the time-series analysis plan required a high degree o f 
methodological and statistical expertise. Zul low found that as pessimistic r u ­
mination (i.e., negative descriptions or evaluations of an event) i n popular 
songs increased, consumer optimism declined. Furthermore, he found that a 
decrease in gross national product (GNP) tended to follow. The flow from 
"bad vibes" songs to lowered GNP was found to occur over an average of 2 
years. His study may be diagramed as 

ZuUow (1991) 

S -» M / C h -» R 

CD 
Human text content <r~¥ Public opinion polls 
analysis o f lyrics o f measuring consumer 
top recorded songs, optimism 
coding for, pessimistic 
rumination 

Data are linked by time period (year; first-order linkage). Each data collectionwas 
sound: The tntercoder reliabilities for the coding o f song lyrics were good, and 
the consumer polls were the highly regarded Index of Consumer Sentiment, con­
ducted by the Survey Research Center at the University of Michigan. 

Zul low (1991) has applied measures o f pessimism and rumination in 
other contexts. I n a human-coded content analysis o f Democratic and Repub­
lican presidential candidate nomination acceptance speeches f rom 1948 to 
1984, Zul low and Seligman (1990) found that the candidate who expressed 
more pessimistic rumination lost 9 of 10 times. Again, the study linked mes­
sage characteristics and audience (receiver) responses i n a clear and powerful 
manner. 

Boiarsky, L o n g , and Thayer's (1999) study of children's science television 
provides a clear case o f a third-order linkage, using content analysis to test the 
prevalence of key message characteristics that have previously been found to 
be important to the receiver's response. They chose three f o r m characteristics 
that had been well studied in experimental work: content pacing, visual pac­
ing, and use of sound effects. Past studies had found rapid visual or auditory 
change to increase children's attention to television programming ( i n some 
cases, resulting i n enhanced learning) but on the other hand had found rapid 
topic switching to inhibi t children's learning (p. 186). The Boiarsky team was 
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interested i n finding out whether contemporary children's programming that 
ostensibly had an educational goal—science programming—used devices that 
would maximize children's learning. Their mixed findings indicated a high 
number of attention-gaining features (e.g., sound effects, quick cuts) but also 
rapid pacing (e.g., cuts rather than dissolves, very frequent topic shifts) that 
would tend to inhibit children's learning. The study's linkage wi th previous 
work may be diagramed as 

Boiarsky, Long, <& Thayer (1999) 

S -» M / C h 

Human content 
analysis o f formal 
features o f children's 
science television 

R 

4-^ Experimental research 
identifying the impact o f 
several key formal features 
o f children's television 

Again, the contents-analytic research and experimental studies, each well con­
ducted in their own right, are linked only loosely, by a logical third-order connec­
tion ((D). 

L i n k i n g Message and Source Data 

I n content analyses i n the field of psychology, a l ink between source char­
acteristics and message characteristics is often desired. For a half century, 
Louis Gottschalk and colleagues have been involved in developing methods of 
measurement o f psychological dimensions (with biological roots) i n children 
and adults, through the analysis o f the content and form o f their verbal behav­
ior (Gottschalk, 1995, p. 3). The early studies, especially, provided strong 
links between source and message; they were designed to validate content 
analysis measures against more traditional evaluative procedures—self-report 
scales, physiological measures, and psychiatric rating scales (assessed by an ex­
pert, trained observer). 

I n one study, the researchers measured brain activity, cerebral glucose lev­
els, as well as levels of hopefulness and hopelessness in verbal reports of dreams 
following R E M sleep, non-REM sleep, or silent, waking mentation (Gotts­
chalk, Bronczek, & Bucbibaum, 1993). They concluded that there are "differ­
ent cerebral representations for hopefulness and hopelessness during each [ o f 
the three] state[s] o f consciousness" (Gottschalk, 1995, p. 14). Their study 
could be modeled as 
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Gottschalk, Fronczek, & Buchsba-um (1993) 

S M / C h R 

Physiological measures <-> Concent analysis o f 
during one o f three verba! reports o f dreams 
different states of 
consciousness 

Data are linked on die individual subject (person), a first-order linkage. 
I n a study of interpersonal verbal behavior, Marche and Peterson (1993) 

refuted a substantial body o f evidence indicating that males engage in the ma­
jori ty of interruptions when conversing wi th women. Their study looked at 
20-minute structured conversations o f 90 dyads, w i t h same-sex or oppo­
site-sex composition. W i t h good intercoder reliability (87%-95%), conversa­
t ion interruptions were identified by human coders. Interrupt ion behavior d id 
not vary significantly by age, by gender o f the interrupter, or by the gender 
composition o f the dyad: Males did not interrupt more often than did females. 
The study could be modeled 

Marche &Peterson (1993) 

S ' M / C h -» R 

© 
Identification of source <-> Content analysis o f 
characteristics (e.g., interrupting behaviors 
gender) and controlled 
context of speech event 
(e.g., assigned gender 
composition of dyad) 

Data are linked by the individual subject (person). 
I n journalism, studies that link content analyses w i t h source studies seem 

to be a bit rarer than those l inking message and receiver data. Shoemaker and 
Reese's (1996) comprehensive volume o n "mediating the message" is unique 
i n its emphasis o n the study o f mass media sources and those source and struc­
tural factors affecting the production o f media content. Notably, they rely on 
the Westley and MacLean (1957) model o f the news-gathering process. This 
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model is similar to the Shannon-Weaver (Shannon & Weaver, 1998) 
source-message-channel-receiver model but w i t h a notable addition a " u n i ­
verse of possible messages" from which sources select (Shoemaker 8c Reese, 
1996, p. 34). But studies that investigate how sources make this selection are 
infrequent. Shoemaker and Reese have summarized scores o f content-analytic 
studies that clearly intend to infer back to source intent without source data. 

The few news studies that do include source data include Farley's (1978) 
study of magazine publisher gender and tone o f coverage of the Equal Rights 
Amendment, i n which female publishers produced more favorable coverage. 
Another source-integrative study is Shoemaker's (1984) investigation of spe­
cial interest and other political groups, i n which she combined content analy­
ses o f The New Tork Times' coverage o f 11 political groups w i t h survey data 
tapping U.S. journalists' attitudes toward those groups—the more "deviant" 
the journalists judged the groups, the less legitimately the publication por­
trayed the groups (Shoemaker 8c Reese, 1996, p. 90). Some studies of news 
coverage have measured source organizational variables rather than character­
istics o f individual authors or gatekeepers. For example, i n a study o f the i m ­
pact of corporate ownership on news reportage, Pasadeos and Renfro (1988) 
compared the content of the New Tork Post before and after its purchase by 
media mogul Rupert Murdoch. They found that Murdoch ownership signaled 
a greater amount o f page space devoted to visuals and a more sensational cov­
erage style. 

A content analysis that included a perfunctory survey o f entertainment 
sources is Smith's (1999). Her study of character portrayals in female-focused 
films o f the 1930s, 1940s, and 1990s (introduced i n Chapter 1) included un­
obtrusive measures of the gender o f key "sources" o f the films—writers, direc­
tors, producers, and editors—as identified i n film encyclopedic sources. Her 
findings included the identification of a somewhat surprising impact o f female 
involvement behind the scenes, such that greater female creative control was 
related to a higher level o f stereotypically feminine portrayals o f women char­
acters. Smith's combination of unobtrusive measurement of a key source vari­
able (gender) and content analysis could be modeled i n the fol lowing manner. 

Smith (1999) 

s 

Unobtrusive 
tapping o f 
genders o f 
those i n creative 
control o f film 

M / C h R 

Human content 
analysis o f characteristics 
o f female-focused films 
and characters wi th in 
those films 
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Data are linked by film {a strong first-order linkage). The survey of sources was as 
valid as the encyclopedic sources used, and the content analysis was generally 
quite competent but suffered from some low reliabilities. 

I n a mass media study exemplifying a somewhat more tenuous 
source-message l ink, Andsager and Mil ler (1992) explored a connection be­
tween newspaper coverage of RU-486, the so-called abortion p i l l , and events 
occurring in the environment that were likely to affect news coverage. Each of 
998 news stories appearing in major newspapers between 1982 and 1994 was 
computer content analyzed. Several important framings o f the abortion pi l l 
were discovered in a cluster analysis o f 125 key terms—information, women's 
health, and policy. Producing a time line for each o f these three clusters, the re­
searchers identified peaks in the types o f coverage. They provided proposed 
explanations for these peaks based on time-matched events. For example, a 
peak i n women's-health-type coverage o f RU-486 i n 1989 coincided w i t h the 
announcement o f a University of Southern California clinical trial o f the pil l 
and a new campaign by the National Organization for Women to legalize 
RU-486 i n the United States. Another peak, i n 1993, co-occurred w i t h the 
Food and D r u g Administration's approval o f testing RU-486 i n breast cancer 
prevention trials. As Andsager and Mil ler point out, "the incorporation o f 
time-sequencing plots adds to understanding of relationships among a variety 
of concepts involved in an issue over time. They also aid i n interpreting what 
events and issues shape coverage" (p. 9 ) . The study may be diagramed as 

Andsager & Miller (1992) 

S •* M / C h R 

Critical interpretation 
o f events that would 
gain attention o f news 
professionals {source 
context variables) 

<-> Computer text content 
analysis o f pr int news 
stories about RU-486 

Data are linked by time sequencing (but with only a second-order linkage [ © ] : 
that is, without a one-to-one correspondence of units of analysis). 

Developing N e w Linkages 

To date, content analysis studies that engage in some sort o f first-order or 
second-order linkage between message and source or message and receiver are 
the exception rather than the rule. A n d studies that l ink all three—source, 
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message or channel, and receiver—are rare. Some collected research reports, 
such as the 1972 Surgeon General's Report on Television and Social Behavior 
(Comstock & Rubinstein, 1972) have at least addressed all three. I n the 
five-volume report on media violence, the editors combined several television 
content analysis and effects studies w i t h a chapter on source {e.g., interviews 
w i t h producers, writers, and directors; Baldwin 8c Lewis, 1972). 

Researchers should be encouraged to add source or receiver data collec­
t ion to their content analysis studies whenever possible. A n d although not for­
getting theory as the primary motivator for any study, researchers might be 
alert to the potential for adding a content analysis to already existing findings 
regarding sources or receivers. For example, Solomon and Greenberg (1993) 
studied choices made by professional television property masters in their selec­
t ion o f furniture, clothing, and other props for T V commercials. Their survey 
o f 25 working professionals found evidence o f high consensus in choices o f 
props for characters of a particular social class and gender. A content analysis 
could confirm how widespread is this "collective selection among individuals 
responsible for constructing the 'worlds' present i n television commercials" 
(p. 17). 

Sometimes, findings regarding the effects of a certain type of message may 
just be sitting there, waiting for a content analysis to add to the knowledge 
base. For example, Chen and Rada (1996) conducted a meta-analysis of exper­
imental studies on the uti l i ty o f hypertext, synthesizing the quantitative find­
ings o f 23 studies. They found a significant positive relationship between 
nonlinearity o f structure and effective user performance and a significant posi­
tive relationship between the presence of graphical maps and user perfor­
mance . A logical next step would be for a researcher to see how prevalent these 
important hypertext characteristics are in the information pools o f CD-ROMs 
and Web sites, for instance. The characteristics o f nonlinearity and graphical 
representation have been found to be effective for users; now we may ask, are 
they being put to use in hypertext applications? Content analysis may bring 
closure to this issue and to others that could benefit from content-analytic 
data. 

Notes 

1 . A control variable helps assess whether an alternative explanation to a true rela­
tionship between X and Y may exist. For example, we may wish to test whether an indi­
vidual's television viewing (X) leads to the individual's aggressive behavior (Y), which 
we could diagram as X —> Y. There may be reason to believe that the level of aggressive 
behavior in the home (Z) may be related to both X and Y, most likely in one of the fol- • 
lowing ways: (a) X —> Z -,->Y or (b) X <— Z —> Y. That is, perhaps (a) television ex­
posure leads to aggression in the home, which in turn leads to an individual behaving 
aggressively, or (b) a climate of aggression in the home leads to both increased TV view­
ing and an individual in the home behaving more aggressively. In either case, X does 
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not directly affect Y, and any relationship found between X and Y is what we call spuri­
ous. Also, in either case, Z constitutes an alternative explanation for a relationship be­
tween X and Y. We might include a measure of Z in our study as a control variable. If , af­
ter including Z as a statistical control, a relationship between X and Y still holds, then Z 

"may be eliminated as an alternative or competing explanation. 
2. More recently, Phillips's work has examined mortality rates as related to other, 

nonmedia factors, such as living in or visiting New York City (Chdstenfeld, Glynn, 
Phillips, & Shrira, 1999), the symbolic meaning of an individual's initials (Christen¬
feld, Phillips, & Glynn, 1999), and whether a person's birthday has recentiy occurred 
(Phillips, Van Voorhees, 8c Ruth, 1992). 

3. As a point of comparison, the typical nonintegrative (i.e., wholly descriptive) 
content analysis might appear like this. 

Dixon &hinz (2000) 

S M / C h R 

Content analysis o f 
television news coverage 
o f lawbreakers 

V 
In this model, no data have been linked from either the sources of the messages or 

the receivers of the messages. 



C H A P T E R 

This chapter introduces the reader to the initial decisions necessary i n con­
tent analytic research. Various types of units are considered, showing the 

range of choices i n selecting the unit(s) for a given study. Thereis discussion o f 
proper random sampling techniques, including the standard simple random 
sampling, systematic random sampling, cluster sampling, stratified sampling, 
and multistage sampling. Issues of access to sampling frames, message archive 
documentation (Resource 1), the use of the NEXIS database for text collec­
t ion (Resource 2), and the management of the medium (e.g., the use o f com­
puter programs to unitize and mark-up video content) are explored. 

U n i t s 

I n content analysis, a unit is an identifiable message or message component, 
(a) which serves as the basis for identifying the population and drawing a sam­
ple, (b) on which variables are measured, or (c) which serves as the basis for re­
port ing analyses. Units can be words, characters, themes, time periods, inter­
actions, or any other result o f "breaking up a 'communication' into bits" 
(Carney, 1971, p. 52). 

As indicated i n Chapter 1 , these types of units are called units of sampling, 
units of data collection, and units o f analysis. They are not always the same; for 
example, Lombard et al. (1996) have routinely used a random sampling of 
time periods, dates, and/television channels to obtain a good representative 
sample of television programming. From this body o f content, they analyze 
certain variables for each episode. For other, more microscopic variables, each 
randomly selected 10-second time interval within the episode ("tirnepoint") 
is used as the unit o f data collection, and other units o f data collection are also 
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used (e.g., the segment, the shot, the transition, the single frame). Weyls 
(2001) collected news stories dealing wi th adult entertainment from the 
NEXIS online database and analyzed each story using the text analysis com­
puter program, Dict ion (Hart , 1997). His ultimate goal, however, was to 
track changes in coverage by year, and his results are presented in that way. 
Here is a summary o f the key points of the unit izing conducted by the Weyls 
and the Lombard et ai. studies. 

Weyls (2001) Lombard et al, (1996) 

Unit(s) of sampling News story Time, date, channel 

Unit(s) of data collection News story Episode, time interval, and so on 

Unit(s) of analysis Year Episode, time interval, and so on 

Two different perspectives exist regarding the unitization (i .e. , the seg­
menting into units) o f messages. They correspond to the classic distinction be­
tween etic and emic (as i n "phonetic" and "phonemic"; Headland, Pike, & 
Harris, 1990). M u c h debate exists over the precise difference between these 
two epistemological perspectives. However, the general notion is one o f etic 
referring to scientifically generated knowledge and emic denoting subjective 
knowledge or experience (thus, an etic approach seems more consistent w i t h 
the techniques of content analysis). However, we may profi t by considering 
both etic and emic approaches to unit izing. As Berry (1990) notes, "Etic units 
and classifications are available in advance, rather than determined during the 
analysis. Emic units must be discovered, not predicted" (p. 85). Just as critical 
content analytic variables may be discovered as well as prescribed by the re­
searcher (see Chapter 5's discussion o f emergent variables), so too may units 
emerge f rom the pool of messages. Through immersion in the message pool , 
the researcher may discover what units make sense wi th in the w o r l d o f those 
messages. Berry would refer to these as derived etic units (i.e., derived f rom an 
emic process). The only caveat is this: Actual content analysis coding should 
not commence unti l the final unit(s) of data collection have been defined, af­
ter the emic discovery process. 

Although the researcher is ultimately the boss, so to speak, there might be 
pragmatic or methodological reasons for choosing one type o f uni t over an­
other. For example, Gottschalk (1995) and colleagues have found the verbal 
clause to be the best uni t o f data collection—the one which is assessed for the 
presence or absence o f many key markers i n their psychologically based coding 
scheme. Their rejected alternatives include the w o r d , the sentence, the para­
graph, and the message as a whole. I n their case, using the clause was found to 
be the smallest identifiable uni t for which they could reliably code for their de­
sired variables, thus providing maximal variance for these measures across the 
entire uni t o f sampling (a full 5 -minute spoken message f rom one individual) . 1 

cardo
Marcador de texto

cardo
Marcador de texto



Message Units and Sampling 73 

The sampling unit should be large enough to well represent the phenome­
non under investigation. For example, Gottschalk and Bechtel (1993) report 
that a verbal selection o f 85 to 90 words is adequate for diagnostic purposes; 
w i t h fewer than that, the results may be unreliable. H i l l and Hughes (1997) 
used a rather unique and complicated ultimate unit of data collection—the 
thread o f discussion, or the entire conversation, found in discussions by 
USENET newsgroups dedicated to American politics. They were interested in 
the dynamics o f the interaction—sampling individual postings would not pro­
vide the fu l l information they desired. 

U n i t i z i n g a Continuous Stream of Information 

There is good evidence that human actions are experienced by an observer 
(e.g., a coder) as coherent units, w i t h clear beginnings and endings, and that 
there generally is consensus as to where those breakpoints are (Newtson, 
Engquist, 8c Bois, 1977, p. 849). That said, attempts to allow coders the au­
thority to unitize (i.e., to separate a stream o f actions into discrete units) are 
often met w i t h failure. For example, Abelman and Neuendorf (1987) at­
tempted to train coders to identify individual topic changes i n discussions pre­
sented i n religious T V programming. Coders were not able to do this reliably, 
due i n large part to the fluidity o f the conversations. A reasonable level o f 
agreement for unitizing was not reached, and the researchers opted instead to 
use researcher-imposed time-based units—5-minute intervals. Thus, while 
viewing on videotape, the coders would pause every 5 minutes, according to 
the real-time counter, and indicate on a coding form the presence or absence 
o f several dozen coded topics. 

O n the other hand, attempts to train coders to reliably unitize when more 
easily definable and discrete events must be extracted f rom a continuous 
stream on content are often more successful. Grecnberg (1980) headed a 
large-scale content analysis project w i t h more than 50 coders, most of who 
were charged w i t h identifying unique instances of such T V content as antiso­
cial behaviors, prosocial behaviors, sex-role behaviors, and verbal interactions. 
Wurtzel and Lomett i (1984) reported success at reliable coder unitization o f 
violent acts in television programming in their commercial research endeavors 
(social research at the ABC television network). 

Others have also experienced success at unit izing, such as those using i n ­
teraction analysis. As Folgér, Hewes, and Poole (1984) note, "social interac­
tion can be unitized into a variety o f segments" ranging from 300 milliseconds 
to the entire theme of an interaction between two speakers (p. 118). Selecting 
the "act" as his unit of data collection, Bales (1950) had a good rationale: The 
act is "the smallest discriminable segment of verbal or nonverbal behavior" 
that a coder could code "under conditions of continuous serial scoring" 
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(p. 37). Hirokawa (1988) has identified four different unit-of-data-collection 
options for interaction analysis: thought units, themes, time intervals, and 
speech acts. 

Defining the Population 

The researcher gets to define the population for the study. The population is 
the set o f units being studied, the set o f units to which the researcher wishes to 
generalize. For content analysis, this is often a set o f messages; i t may, how­
ever, be a population of people, whose messages are then collected and ana­
lyzed (as is frequently the case i n psychological and interpersonal communica­
t ion applications of content analysis). Once the population is defined, i t must 
serve as the basis for any sampling. Sparkman (1996) has identified a trend o f 
serious violations o f this precept in his study o f 163 U.S.-based advertising 
content analyses published between 1977 and 1993. He found 97% o f the arti­
cles to be based on samples that included regional and local advertising, yet al­
most all reported to be studies of "national" advertising. Sparkman reports on 
research showing significant differences in key variables among various re­
gional and local ad populations, indicating that the location o f the collection 
o f the sample o f ads w i l l heavily influence thé nature o f the supposedly national 
sample. Again, i f the population is defined as national print ads, then the sam­
ple needs to be taken from a roster of national pr int ads and should not include 
other types of ads. 

The defined population may be quite large, such as all books ever pub­
lished. I t might be o f a more limited size, such as parent-child interactions 
among participants at a co-op daycare facility. I t may be narrowly defined, 
such as all female-directed films released i n the United States in 1999. Lee and 
Hwang (1997) purposely limited their population—and therefore their sam­
ple—to movie ads in the Los Angeles Times for two specific years, 1963 and 
1993. For their study o f female images, they had clear rationales for the l imita­
tions they placed on their population definition (Los Angeles as home to the 
movie industry, 1963 and 1993 as key years in feminist history). Evans (1996) 
also had a narrow population definition—two groups o f magazines that were 
most dissimilar i n readers' household income but similar on readers' gender, 
race, and age. 

I n the case of a small population, there may be no need to draw a smaller, 
representative sample o f the population. Rather, all units i n the population 
may be included in the study, which would then be called a census. More com­
monly, the population is quite large (we like to generate knowledge about 
broad-ranging and important things, after all), and a sample is drawn from i t . 
For future reference, the fol lowing table allows us to learn the terminology o f 
populations and samples. 
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Population Sample 

The study of its units: Census Survey, experiment, 
content analysis 

The number of units in it: N n 

A number that summarizes information 
about a variable and its distribution: Parameter Statistic 

The mean of a variable: M- M o r X 

The standard deviation of a variable: cr sd 
The variance of a variable: sd2 

Sometimes, a population is defined by criteria set by the researcher, but he or she 
has no notion ahead of time as to how many messages might be in the population. 
For example, Breen (1997) searched the NEXIS database for all newspaper arti­
cles i n major papers during certain time periods between 1991 and 1994 that i n ­
cluded the key search terms, "catholic" and "priest" or "clergy" within two words 
of each other. The search resulted in a set o f articles that served as the population 
from which he then drew a sample. 

Jasperson, Shah, Watts, Faber, and Fan (1998) used a similar procedure to 
extract f rom NEXIS all relevant stories over a selected 7-month period in 19 
selected U.S. newspapers. They used a detailed search string aimed at locating 
stories about the U.S. budget deficit. This resulted i n an Nof 42,695, from 
which they pulled a simple random sample of n = 10,000. 2 

Keenan's (1996a) study of network T V news coverage o f public relations 
used the Television News Archive at Vanderbilt University as the initial sam­
pling frame, executing a search for the terms "public relations" and "PR" for 
the period 1980 through 1995. A total o f 79 stories were identified, and this 
entire population was studied i n a census content analysis. Miller , Fullmer, and 
Walls (1996) analyzed all 995 journal articles obtained in a search for the key­
word "mainstreaming" i n the ERIC (Educational Resources Information 
Center) database in their census o f messages. 

I n the case o f content analyses o f hard-to-find messages, such as historical 
documents, the population may be defined by the availability of materials. 
Shapiro, Markoff , and Weitman (1973) collected as many documents as they 
could to study communication at the beginning o f the French Revolution 
(specifically, in the year 1789), resulting in a collection that included "virtually 
all the e x t a n t . . . documents produced by the Nobles and commoners at the fi­
nal stage o f the electoral prbcess, and carried to Versailles" (p. 177). 

Occasionally, messages that we think ought to be fully indexed are not , 
and we have to punt, so to speak. Rothbaum and Xu (1995) studied popular 
songs dealing w i t h parents and their adult children and, unable to locate a use­
ful index o f such songs to serve as a sampling frame, surveyed students for 
nominations. This, then, became a study o f "popular songs perceived by un­
dergraduates to be about parents and their adult children." Note that another, 
much more laborious but appropriate technique would have been to select a 
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very large random sample from a general list of popular songs (e.g., Billboard's 
ranldngs) and then screen for relevant songs. 

Archives 

A n archive is a collection of messages, usually well indexed. This is to be distin­
guished f rom the index itself, which simply lists the titles and/or other identi­
fying information about the messages. A n archive contains the messages in 
their entireties. 

A n amazing variety o f archives exists. Some annotated lists o f archives 
have appeared in pr int , such as Reruns on Vile: A Guide to Electronic Media Ar­
chives (Godfrey, 1992), Untapped Sources: America's Newspaper Archives and 
History (Vanden Heuvel, 1991), and Historical Information Systems (Metz, 
Van Cauwenberghe, 8c van der Voort , 1990). Many archives are now accessi­
ble online. For example, the NEXIS database referred to earlier is an archive, 
part o f LEXIS/NEXIS, a computer-assisted legal research service (LEXIS) 
and the world's largest database o f full-text news and business publications 
(NEXIS; Emanuel, 1997). This is perhaps the largest message archive i n exis­
tence, w i t h more than 9.5 mil l ion documents added daily t o over one bi l l ion 
documents already online (pp. 1-2). NEXIS is probably the largest message ar­
chive available online and certainly the most accessed for content analyses of 
news coverage (even though the developers o f the service never intended for i t 
to be used for this purpose). Resource 2 provides a short, practical guide to 
some of the dos and don'ts for using the NEXIS database for content analysis 
purposes. 

The ERIC database is also very large, composed o f over a mi l l ion docu­
ments o f relevance to the field o f education. The ERIC database is a combina­
t ion o f older documents available on microfiche and newer additions available 
o n C D - R O M . 

I n the fields of linguistics, languages, history, literature, and related fields, 
archives are often referred to as corpora. Each corpus (or " b o d y " ) is typically a 
set o f wri t ten materials representing a particular era and place (e.g., Louis 
Milic 's [1995] Century of Prose Corpus, a compilation o f samples o f British 
English text writ ten by 120 authors between 1680 and 1780). A corpus may 
be the collected works o f one writer (e.g., Edmund Spenser) and may include a 
"concordance" or search faculty that generates linkages between texts based 
o n common topics or terms (e.g., the "Concordance o f Great Books"; see The 
Content Analysis Guidebook Online). Scholars working w i t h corpora have es­
tablished standards for the electronic storage and transfer o f texts, called the 
T E I standards (Text Encoding Initiative; Ide 8c Sperberg-McQueen, 1995). 
Storing texts i n electronic form allows complex applications that were not pos­
sible before the texts could be studied and summarized via computer. Lowe 
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and Matthews (.1995) used the complex Radial Basis Function neural network 
technique to compare texts written by Wil l iam Shakespeare and his contempo­
rary John Fletcher and were able to shed light on the probable authorship o f 
disputed texts. 

There are literally thousands o f message archives out there. Think of any 
peculiar type of message content—from Three Stooges films to movie scripts 
to letters written home by Civil War soldiers—and there's an archive for i t . The 
Internet has exploded our access to archives, both online databases and other, 
physical archives. Resource 1 provides a guide to some of the most enduring 
and active message archives. The Content Analysis Guidebook Online includes 
summaries for and links to additional archives and corpora. Some quick exam­
ples w i l l show the range of options. 

• WordNet and EuroWordNet (Alonge et al., 1998; Fellbaum, 1998; 
Vbssen, 1998) are collections o f words, organized in semantic net­
works, in which the meanings of nouns, verbs, adjectives, and adverbs 
are represented by links to other words and sets of words. Useful to 
those who study linguistics quantitatively (i.e., who work i n the area o f 
computational linguistics), these so-called lexical databases are avail­
able online. 

o Archives of survey and interview data that include open-ended re­
sponses may be useful to linguists, psychologists, and others. The 
Henry A. Murray Research Center at Radcliffe College has hundreds o f 
data sets available online for secondary analysis. 

» The Television News Archive at Vanderbift University i n Tennessee is 
the world's most complete collection of television news, containing ev­
ery evening news broadcast by the major U.S. networks since 1968. For 
a fee, custom compilation tapes may be ordered. A n d abstracts are avail­
able and can be analyzed using computer text analysis (e.g., Iyengar 8c 
Simon, 1993). 

® Both the Steven Spielberg Jewish Fi lm Archive and the National Center 
for Jewish Film contain collections o f films relevant to the Jewish expe­
rience. 

T h e Evaluation of Archives 

Although the Internet has exponentially increased our ability to locate 
and access message archives, i t is an unpoliced source of information, and 
many so-called archives are the selective collections of private individuals. For 
example, numerous joke archives exist that are simply collections o f Web mas­
ters' favorite jokes. Even legitimate message archives may not be definitive or 
complete collections; for example, the Gish Collection at Bowling Green State 
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University is composed solely o f the materials bequeathed to the university by 
sisters Dorothy and Lillian Gish, major stars o f American silent fdms. This dif­
ference between comprehensive and selective message archives is important. 
When an archive is selective, that l imitation may then narrow the definition o f 
the population (e.g., as i n "a study of the Gish Collection at Bowling Green 
State University") . 

Lee and Peterson (1997) consider the issue o f content analyzing archived 
messages, cautioning that these messages are typically gathered for another 
purpose by other researchers. They recommend a careful initial screening o f 
some units from the archive to determine whether the archived materials are 
suitable to the task at hand. They provide an excellent review o f content analy­
ses that have used archives in the field of clinical psychology. They identify sev­
eral distinct advantages to using archived messages that seem appropriate to 
most content analysts. 

• Longitudinal (over-time) studies may be conducted retrospectively. For 
example, Peterson, Seligman, and Vaillant (1988) analyzed attribu-
tional style (i.e., the pattern o f attributing causes to outcomes) for his­
torically archived essays completed by returning World War I I soldiers. 
They were able to show a relationship between the men's attributional 
style and their state o f health 35 years later. 

» Content analysis may be conducted on messages from sources not read­
ily available otherwise (e.g., U.S. Presidents, H a l l o f Fame athletes). 
Simonton (1981, 1994) has used this technique extensively, studying 
psychological attributes o f famous composers, scientists, and writers 
f rom archived texts, in his studies o f greatness. 

» Various archived materials allow the study of messages at a variety o f 
levels—the individual, the family, the organization, the nation. Access 
to cultural-level messages (e.g., mass media products, political state­
ments) can aid in cross-cultural investigations, o f which there have been 
many in recent years. 

Medium Management 

There has always been a need for the content analyst to understand the nature 
o f the medium in which the target messages are found and the operation o f 
equipment for delivery of the messages. This could be as simple as knowing 
how to find specific news articles i n a newspaper's morgue, learning how to re­
cord and play back audiotape or videotape, or knowing how to use transcrip­
t ion equipment. 3 But wi th the explosion of options i n electronic and digital 
media, new considerations have come into play. 
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T h e Brave N e w Digi tal World 

The digital age has fundamentally changed the ways in which content 
analysis may be conducted. Digital technologies have changed—and continue 
to change i n ways we can hardly anticipate—a number of tasks important to 
content analysis. 

1 . Archiving messages: Other sections of this chapter point out the advance­
ments in electronic and digital archiving and the ease of locating message 
archives in the age of the Internet. Digitally archived messages are typi­
cally immediately available for computer text content analysis, as in 
Hogenraad and McKenzie's (1999) study of 110 European political 
speeches, which they downloaded en masse and analyzed with several 
CATA systems. 

2. Searching for messages: Similarly, electronic archives and indexes give us­
ers unprecedented power to search databases and archives systematically.4 

3. Preparation of messages for coding and message handling during coding: 
There are surprising new systems for such support functions as the trans­
formation of messages to computer-readable form (e.g., voice recogni­
tion of news broadcasts), the mark-up of message sets in preparation for 
coding (e.g., the N U D * I S T computer suite, typically used for qualitative 
work, can be used to nótate texts in preparation for human coding), and 
the manipulation of messages during coding (e.g., Pettijohn and Tesser's 
[ 1999] use o f the PhotoMagic software to help i n the measurement of fa­
cial features o f film actresses in a study of facial attractiveness). A number 
of other advances are outlined in the discussion to follow. 

4. "Automatic" content analysis coding: The "ultimate" use o f digital tech­
nologies in content analysis, automatic coding, has been achieved for only 
one type of content analysis research—computer text content analysis. 
Chapter 6 presents a review of current computer programs and proce­
dures for computer text content analysis. The options are numerous and 
varied. 

N o true automatic computer coding of static or moving images has as yet 
been fully developed. There are a number o f interesting new support func­
tions available for analysis of visual content. These are applications relevant to 
the second and third points i n the foregoing list, searching for messages and 
preparation o f messages fqr coding and message handling during coding. Cur­
rently, many o f these systems require special expertise and are designed for use 
by professionals working i n video and television (e.g., using the Executive 
Producer software as a means o f locating video clips for inclusion in a docu­
mentary). But as the ongoing convergence of video and computer continues, 5 

the interfaces w i l l become more user-friendly and accessibility w i l l increase. 
The uti l i ty of these systems for content analysis is clear. 
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The fol lowing list of new functions available in the digital age includes 
these systems, as well as some o f those dedicated to the preparation of text 
messages for content analysis. They are, in no particular order, 

Automatic Transcription 

This has been developed for transcribing broadcast news, using voice rec­
ognit ion software (Furui , Ohtsuki, & Zhang, 2000; Gauvain, Lamel, & Adda, 
2000; Wactlar, Hauptmann, Christel, H o u g h t o n , & Olligschlaeger, 2000). 
Such programs as "Rough'n'Ready" (Kubala, Colbath, L i u , Srivastava, & 
Makhoul , 2000) are already showing promise at being more accurate than 
available closed-captioning. 6 

Grammatical Parsing 

A number o f systems have been developed for the identification o f differ­
ent parts o f grammatical speech in computerized text and to segment the spo­
ken or written w o r d into clauses for further analysis (e.g., Gottschalk & 
Bechtel, 1993). 

Voice Recognition 

Voice recognition software for computers continues t o improve rapidly, 
and two-way discussions between computers and humans are no longer the 
stuff o f science fiction (Zue, 1999). The Galaxy architecture developed at the 
M . L T . Laboratory for Computer Science purports to go even further—its five 
functions are (a) speech recognition, (b) language understanding, (c) infor­
mation retrieval, (d) language generation, and (e) speech synthesis. This raises 
the possibility o f future "auditory" text coding, w i t h hands-off searching for 
desired texts. For example, we might be able to query our computer to "locate 
and read aloud all the open-ended responses that mention 'love.' " 

The nonresearch applications of these technologies are awe inspiring (or 
chil l ing, depending on your viewpoint). For example, voice recognition sys­
tems are being used to analyze prisoner phone calls, replacing human moni­
tors in searching for key words, such as "escape." Using this method, the Cali­
fornia Department of Corrections has reportedly put a quick end to "al l kinds 
o f smuggling" (Weed, 2001 , p. 24). 

Object or Behavior Recognition7 

A number of teams are working on perfecting systems, called OCRs (opti ­
cal character recognition), that can identify individuals or characters appear­
ing i n a video or f i l m presentation (Kubala et a l , 2000). One o f the most com­
prehensive o f these is MAESTRO (Multimedia Annotation and Enhancement 
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via a Synergy of Technologies and Reviewing Operators; SRI MAESTRO 
Team, 2000). MAESTRO is software intended to electronically archive and 
retrieve multimedia information using a wide variety o f factors. For example, 
in a T V news archive, appearances by British Prime Minister Tony Blair could 
automatically be "identified in the news by his voice, his appearance, captions, 
and other cues" (p. 58). 

One particular nonresearch application of this type of technology shows 
the potential power of the technique while i t raises significant privacy issues. 
The surveillance system FaceTrac was used to scan the fans at the 2001 Super 
Bowl , comparing their facial characteristics to mug shots o f known criminals 
(Grossman, 2001). EaceTrac positively identified 19 criminals, but no arrests 
were made. 

Another suite o f systems, the Virage Videologger, extracts text from 
video; uses voice recognition to transcribe speech; extracts closed-captioning, 
teletext, and other embedded texts; logs w i t h user-provided annotation; and 
identifies characters' faces. I n addition, Virage has begun to provide support 
for the retrieval o f archived video, such as the British Parliamentary proceed­
ings, now available online as on-demand streaming video. 

Mehtre, Kankanhalli, and Lee (1997) report progress w i t h a computer 
shape recognition system for the automatic retrieval o f information contain­
ing targeted trademarks. Coming at the issue f rom a different direction, scien­
tists at the Salk Institute in California have developed a computer system that 
recognizes human facial expressions (Golden, 1999). A n d EthoVision is a sys­
tem for the automatic recording of activity, movement, and interactions of ani­
mals, to be used i n behavioral science research. 

Mark-Upa 

Many systems are designed to simply assist the viewer in mark-up or anno­
tation (i.e., adding notes) o f message sets as they review them. The notion is 
that such annotation wi l l assist in locating desired material later on. For text, 
the popular package, N U D * I S T , most often used i n qualitative studies, may 
also be used for complex, multilevel mark-ups of text. This annotation process 
is called logging in the video and television industries. The oldest of the video 
mark-up systems is Executive Producer, which allows annotation based on 
video time code. 9 Others include Excalibur Video Analysis Engine, Scene 
Stealer, and MacSHAPA (a sophisticated application developed by Penelope 
Sanderson at the University of Illinois, w i t h aviation applications in m i n d , to 
assist i n the observation qf human physical behaviors). I n addition, the M o C A 
Project (automatic movie content analysis) promotes the development of au­
tomatic video abstracts, "short clips containing the essence o f a longer video." 
The abstracts could be useful in the organizing o f multimedia archives and da­
tabases (such as the Internet Movie Database). 
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Event Segmentation 

By programming a computer to recognize segmental markers, such pro­
gramming segments as separate news stories {Boykin 8c Merl ino, 2000; 
Kubala et al., 2000) or commercials (e.g., the M o C A Project) may be identi­
fied. This could be used to assist in unitizing a stream o f video. 

Metadata Applications 

Metadata means "data about data" and could be anything that summa­
rizes information about a set o f data. The term has recently emerged as a hot 
topic in the debates over standards for digital television and video i n the 
United States. Older video systems (such as the American standard NTSC) 
have allowed a small amount o f metadata to be carried, such as closed-caption­
ing and DVS (Descriptive Video Service, an oral description o f action pro­
vided for the visually impaired) carried i n one line o f the vertical blanking in­
terval, the area between video frames. The more recent digital systems have 
greatly expanded the opportunities for metadata, which i n a digital system may 
be stored anywhere i n the signal throughout the entire duration o f the con­
tent. Television engineers have noted that wi th digital content, "the number 
o f distinct varieties o f Metadata is potentially limitless" (EBU/SMPTE Task 
Eorce for Harmonized Standards for the Exchange o f Program Material as 
Bitstreams, 1998) and offer such suggestions as copyright information, au­
t h o r s ) , and origination date and time and such technical indicators as color 
correction parameters, time code, and edit decision lists used to produce the 
video. I n the future, the metadata capability may also be used to store informa­
t i o n about the content and form, such as characters i n the frame, the dialogue 
being spoken (i.e., the script), and type o f shot and transition at each point in 
time. This type o f metadata could pave the way to a fully automatic form o f 
content analysis for the moving image. 

Immediate expansion of metadata capabilities is possible w i t h new 
M P E G 1 0 standards for the compression and transmission o f video and audio 
signals. The MPEG-7 group is working on standards for a " t o o l set" that w i l l 
accommodate a large quantity of metadata. 

Streaming Video Applications 

Real-time video on the Internet may one day render cable, broadcast, and 
satellite television obsolete, but for now, the phenomenon is still very much 
under development (Dupagne, 2000). To establish a streaming source re­
quires advanced knowledge of server and network operation as well as video 
production expertise. A n d because streamed video is compressed and there­
fore not o f the same quality as current video systems, special strategies must be 
developed for its use and analysis. O n the positive side, streaming video allows 
Internet users to play video clips "anytime anywhere, thereby eliminating the 
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spatiai and time constraints of traditional media forms" (Dupagne, 2000, p. 
11). Once technical deficits have been remedied, future content analysts wi l l 
very likely do their coding o f f i lm and television content and o f videotaped 
communication behaviors streamed directly f rom online archives. This type of 
coding wi l l have obvious advantages: the elimination o f costly materials, such 
as videotapes and playback equipment, and the efficiency of multiple coders 
having immediate access to the same pool o f messages. 

S a m p l i n g 

Sampling is the process of selecting a subset o f units for study from the larger 
population. Fink and Gantz (1996) provide a nice capsule description o f the 
options: "For the social science tradition, generalizing from the sample to the 
population is important. As a result, probability [random] sampling serves as 
the ideal. When constrained (e.g., by time or money), social scientists turn to 
nonprobability [nonrandom] samples" (p. 117). 

R a n d o m Sampling 

For a content analysis to be generalizable to some population o f messages, 
the sample for the analysis should be randomly selected. The requirements are 
identical to those for conducting a random survey of individuals. Randomness 
may be defined as follows: Every element (unit) i n the population must have 
an equal chance of being selected.1 1 

This process typically requires itemizing all units in the population. This 
list is called a sampling frame. Often, such lists can be generated from message 
archives. Harwood (1999) used Nielsen audience ratings, obtained from trade 
publications, to create his sampling frame of television programs. Ward 
(1995) used Nielsen ratings specifically for children aged 2 through 11 in her 
study of prime time sexuality. Zul low (1991) used the Billboard " H o t 100" 
charts to sample popular songs f rom the years 1955 to 1989. 

I f a sampling frame list cannot be generated, as in the case o f phone calls 
coming into a crisis hotline or news stories being broadcast on the radio, then 
some type o f flow o f occurrence may be established. Then, systematic random 
sampling is the logical choice (e.g., choosing every 10th call to the hot line or 
every 10th news story within randomly selected time periods). 

I n instances where individuals or groups w i l l be generating messages that 
w i l l then be analyzed, sampling may require a two-step process: (a) sampling 
the individuals or groups (and (b) sampling messages generated by those indi ­
viduals or groups. For the first part, the issues are similar to those facing survey 
and experimental researchers: H o w does one constitute a representative sam­
ple o f people i n general? Or o f employees, or some other target population o f 
people? For the second part, either the sampling frame or flow-of-occurrence 
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technique might be considered, depending on the types o f messages to be ana­
lyzed (e-mails might be listed and then sampled; arguments might be better 
sampled as they occur, e.g., recording every third disagreement). I t 's impor­
tant to note the importance o f executing random sampling f rom populations 
at two stages for this type o f work. 

There are several types o f random sampling techniques available. A l l rely 
on two basic forms, simple random sampling'and systematic random sampling. 

Simple Random Sampling 

T w o types o f simple random sampling (SRS) exist: (a) pul l ing units out o f 
a hat—quite literally, i f we cut up a sampling frame into separate slips o f paper 
(one unit per slip) and draw slips f rom a box, we may achieve SRS; (b) i f the 
sampling frame is numbered, then we may use a table o f random numbers 
(available i n any basic methodology book) to pick units. 

W i t h SRS, we have the choice o f using sampling with replacement ov with­
out replacement. Sampling wi th replacement would mean that for the " o u t of a 
hat" technique, we'd put the selected unit back i n the hat, and i t might be 
drawn again. For the numbered-list technique, i t would mean that i f the same 
number came up twice in the table o f random numbers, we would select the 
same unit a second time. 

Why would we go through such a strange and tedious process? Tech­
nically, sampling wi th replacement better meets the requirement o f every unit 
having an equal chance o f being selected. To illustrate, imagine a case i n which 
the population consists o f 500 units. O n the first pick, each unit has a 1 /500 
chance of being selected. O n the second pick without replacement, each unit 
has a 1/499 chance; o n the th i rd pick, a 1/498 chance; and so on. W i t h re­
placement, every pick carries a 1/500 chance for each unit . 

Sampling w i t h replacement does not make sense in many situations—for 
example, in selecting households to interview by telephone. But i t does make a 
great deal o f sense for some content analysis applications. For example, one 
study o f race portrayals i n children's T V commercials (Anonymous, 2000) 
coded commercials as many times as they appeared i n a time-based sample, 
"inasmuch as every exposure to a commercial is an 'impression' " (p. 15) for 
the viewers. When selecting days o f the week and cable or T V channels i n a 
multistage method for randomly selecting T V show episodes (e.g., Lombard 
et al., 1996), there is obvious "replacement" (e.g., a number o f Tuesdays may 
be selected; the cable network Bravo may be sampled more than once). 

Systematic Random Sampling 

Systematic random sampling consists of selecting every xth un i t , either 
from the sampling frame or i n some flow o f occurrence over time. For exam­
ple, a researcher may select every 15th message posted to an Internet discus-
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sion group. For systematic sampling to be random, i t is assumed that the pro­
cess begins wi th a random start, between 1 and x. 

A couple o f considerations are important to this type o f sampling. First, a 
skip interval must be established—the ' V in "xth.n I f the size of the popula­
tion is known, then the skip interval is N/n. For example, w i t h a population o f 
10,000 units and a desired sample size of 500, we would calculate a skip inter­
val of 

(population W 10,000 

(sample n) = 500 = 20 

So, we would select every 20th unit. 
The second consideration has to do w i t h how the skip interval relates to 

the sampling frame. I f there is periodicity i n the frame or i n the f low o f occur­
rence o f units that matches up w i t h the skip interval, then the representative­
ness o f the sample is threatened. For example, i f the sampling frame is a se­
quential list of top 50 U.S. box office films for each year and the skip interval 
just happens to turn out to be 50, then there is the possibility that every film 
selected may be the very top box office hit of its year. I t is certain that the sam­
ple w i l l not represent all the top 50 films but only one specific ranking (1st, 
25th, 30th, or whatever). I f there is some such type o f periodicity to a sam­
pling frame, then systematic random sampling is not a good choke. 

A clear example o f systematic random sampling is Newhagen, Cordes, and 
Levy's (1995) study o f e-mail responses to N B C Nightly News's invitation to 
respond during a series on new technologies. After screening for irrelevant 
messages, they chose every sixth message from a population of 3,200, for an n 
o f 6 5 0 . 

AH the other random sampling options are variations on these two themes. 
The primary variations follow. 

Cluster Sampling 

This includes any random sampling in which a group or set o f messages are 
sampled together, usually for logistic reasons. For example, L i n (1997) col­
lected a full week o f broadcast network prime time T V commercials, w i t h the 
month and week randomly selected. 

Stratified Sampling 

W i t h this type o f random sampling, the sampling frame is segmented ac­
cording to categories on'some variable(s) of prime interest to the researcher. 
This segmentation or stratification ensures appropriate representation for the 
various groupings when the subsamples are based on the size o f the groupings 
in the population. As Babbie (1995) notes, "you ensure that appropriate num­
bers o f elements are drawn from homogeneous subsets of that populat ion" 
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(p. 210). Statistically, stratified sampling reduces the sampling error for the 
stratifying variable to zero. 

Smith's (1999) study of women in f i lm is a simple example of stratified sam­
pl ing. Interested i n comparing women's role portrayals during the Golden 
Age o f Hol lywood (the 1930s and 1940s) wi th contemporary images (the 
1990s), she stratified according to decade. She first constructed three differ­
ent sampling frames of the top box office films featuring women, one for each 
of the target decades, and then conducted a systematic random sample for each. 

I n nonproportionate stratified sampling, the sizes o f the sample groupings 
are not proportionate to their relative sizes i n the population. As a result, the 
sample groupings become like samples of separate populations and may not be 
pooled for a full-sample analysis unless statistical adjustments are made. But 
that's not usually a problem, given the goal o f stratification. For example, 
Breen (1997) used a nonpropordonate stratified sample of 100 news articles 
from each o f seven different time periods. His goal was to compare the seven 
periods, not to describe the pooled set, so ensuring a reasonable sample size 
for each o f the seven periods was the proper decision. 

Multistage Sampling 

This includes any random sampling technique in which two or more sam­
pling steps are used. For example, H i l l and Hughes (1997) employed a 
two-stage sampling technique. They first randomly sampled newsgroups from 
a sampling frame, a list derived from USENET. Then, they randomly sampled 
threads of discussion from those newsgroups selected. I n another good exam­
ple, Hale, Fox, and Farmer (1996) sampled senate campaigns f rom a complete 
list they generated. Then, they used the Political Commercial Archive at the 
University o f Oklahoma to randomly select ads from each o f the selected cam­
paigns. 

Combinations of Random Sampling Techniques 

Very common i n content analysis studies, especially those that examine 
mass media content, is the use o f some combination o f random sampling tech­
niques. For example, Danielson and Lasorsa (1997) used a stratified, mul t i ­
stage, cluster sampling technique in their study o f symbolic content i n sen­
tences on the front pages of the New Tork Times and Los Angeles Timesover a 
100-year period. They stratified by newspaper, randomly selected 10 days per 
year, and then randomly selected sets o f 10 sentences (clusters) from the front 
page of each day's issue. 

The principal scholars who have examined what constitutes the optimal 
sampling procedure (and sample size) for news media are Riffe, Lacy, and their 
associates (e.g., Riffe, Lacy, ScFico, 1998). Riffe, Lacy, Nagovan, and Burkum 
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(1996) studied the efficiency of several sample types (i.e., the degree to which 
the sample represents the population w i t h a relatively small n). They used a 
known population o f ABC and CBS newscasts f rom the Vanderbilt Archive de­
scriptions and were able to statistically assess the "success" o f various samples. 
They found the.most efficient sampling method for weekday T V network news 
to be stratification by month, then SRS o f 2 days per month. This sample type 
was identified as more efficient than SRSs of various sizes or quarterly compos­
ite weeks (i.e., stratified by day of week, such that for each quarter, 7 days are 
randomly selected—one Sunday, one Monday, and so on). 

Similarly, Riffe, Lacy, and Drager (1996) drew a variety of samples from a 
studied population o f 1 year of Time magazines (£7= 52 issues). They found 
the greatest efficiency for a composite year o f 12 issues, one from each month 
(i.e., stratification by month) , over SRSs of 6, 8, 10, 12, 14, and 16 issues. 
These researcher have also shown the superiority o f composite week samples 
over SRS for daily newspapers (Riffe, Aust, 8t Lacy, 1993) and the advantage 
of stratification by month to create a composite year over SRS when studying 
consumer magazines (Lacy, Riffe, Be Randle, 1998). 

I t seems that for news content, daily and monthly variations i n key vari­
ables are important to tap so that stratification by day or month might be ap­
propriate . These cyclic variations are important to consider for all cases of sam­
pling. For example, movies are noted for their seasonal shifts (e.g., summer 
blockbusters, the holiday family films), and therefore a sample o f movies 
should perhaps include films released at different times o f the year. 

N o n r a n d o m Sampling 

Nonrandom, or nonprobability, samples are undesirable and should be 
used only when no other options exist. We may not generalize findings from a 
nonrandom sample to a population. There are several common types: 

Convenience Sampling 

This method relics on the selection o f readily available units. Kolbe and 
Burnett (1991) sadly note the prevalence of convenience sampling among 
consumer behavior content analyses—their review found 80.5% to be based 
on convenience samples. A n d Babbie (1998) notes that the technique is used 
"all too frequently" in survey research. Sometimes, it's unclear as to why the 
researcher did not use random sampling, as i n Simoni's (1996) convenience 
sample study o f 24 psychology textbooks. Sometimes, it's clear that the re­
searchers would have difficulty obtaining die message content from a random 
sample o f sources. For instance, Schneider, Wheeler, and Cox (1992) analyzed 
interview responses from 97 panel groups i n three financial organizations, 
something that would be difficult to demand o f a strictly random sample o f 
people. 
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Garcia and Milano's (1990) study o f erotic videos is a good example o f the 
use o f nonrandom sampling when there is difficulty i n creating a reasonable 
sampling frame. Without a master list o f erotic videos, they sent each o f their 
40 coders (students) to video rental establishments. The researchers admit 
that their technique o f instructing the coders to go to the adult section o f the 
shop and "select the first film they saw" (p. 96) was wo?random. 

Purposive or Judgment Sampling 

This type o f sampling involves the researcher maldng a decision as to what 
units he or she deems appropriate to include in the sample. For example, Fan 
and Shaffer (1989) selected handwritten essays for text analysis on the basis of 
legibility. Graham, ICamins, and Oetomo (1993) selected print ads from three 
countries on the basis of recency and o f whether they advertised "product 
pairs"—matching German and Japanese products. (For example, an ad for a 
German auto would be matched w i t h an ad for a Japanese auto.) 

Quota Sampling 

This technique is rather like a nonrandom stratified sample. Key variable 
categories are identified, and then a certain number o f units f rom each cate­
gory are included in the study. A common example of quota sampling i n sur­
vey research is the mail intercept: Interviewers employed by marketing re­
search firms to interview shoppers are routinely instructed to get a certain 
number o f targeted consumers, such as 20 females w i t h children or 20 males 
over 40. 

Web site research has been plagued by the difficulty i n establishing a popu­
lation and a sampling frame. I n a typical case, Ghose and D o u (1998) sampled 
101 Internet "presence sites," wi th half o f them expert-reviewed Lycos Top 
5% sites and half o f them not rated as top sites. Al though the sample encom­
passed "a wide spectrum o f product categories" (p. 36), there was no attempt 
at true random selection, and the results are therefore not generalizable to a 
larger population o f Web sites. 

Sample Size 

Unfortunately, there is no universally accepted set o f criteria for selecting the 
size o f a sample. A too-common practice is to base sample size on work by oth­
ers i n the area (e.g., Beyer et ah, 1996; Slattery, Hakanen, 8c Doremus, 1996). 
However, better methods for determining a proper sample size exist. 
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Some research has tested various sample sizes for specific applications of 
content analysis. Beginning wi th Stempel's (1952) identification of two sys­
tematically selected composite weeks being sufficient to represent a full year o f 
newspaper issues, a number of studies have examined samples f rom known 
populations o f media messages. Lacy, Robinson, and Riffe (1995) used 320 
different samples taken from 52 issues o f each o f two weekly newspapers. They 
found samples of 12 (stratified by month) and 14 (SRS) to adequately repre­
sent the population in general. However, they caution that acceptable sample 
size varied by newspaper and by the variable(s) examined. 

A more generalized method of determining the desired sample size is to 
calculate i t using formulas for standard error and confidence intervals. The de­
sired n is derived from two things: (a) the desired confidence interval around a 
given sample mean and (b) the estimated variance for the variable i n the popu­
lation. The technique assumes a random sample. Box 4.1 provides relevant ex­
planations and formulas, and the table below summarizes the needed sample 
sizes for selected confidence intervals for one particular simple case—a bino­
mial (dichotomous or two-choice) variable, expressed as a percentage. The for­
mula used to develop these sample size examples is shown as (d) in Box 4 . 1 . 

Sampling Error 95% Level of Confidence 99% Level of Confidence 

± 2% 2,404 4,160 

± 3% 1,087 1,852 

± 5% 384 665 

± 10% 96 167 

Let's imagine that our primary variable o f interest is whether political ads 
are negative (i.e., attacking the opposition) or not. From the table above, we 
see that to have a random sample that wi l l guarantee us a finding on our vari­
able, plus or minus 5% at the 95% level o f confidence, we need to analyze at 
least 384 political ads. Put differently, w i t h a random sample of 384 or more, 
we can be 95% confident that our statistic may be generalized to the popula­
t ion parameter, plus or minus 5%; we can be 95% confident that the true popu­
lation percentage is wi th in 5% o f what we find i n the sample. 

Notice that a substantial sample size is needed to ensure a small confidence 
interval (e.g., plus or minus 2%). A n d i t should be noted that the needed sam­
ple size would be even greater for variables that are not simple dichotomies. 
It 's interesting to note that although such large samples present coding chal­
lenges for studies that use human coders, computer text analysis programs can 
make short work of a big sample. Bear in mind that the efficiency o f computer 
analysis may be tempered by the machine's inability t o measure a great many 
things. These trade-offs,between human and computer coding w i l l be further 
discussed i n Chapter 6. 
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Box 4 . 1 Standard Error and Confidence Intervais 

Roughly, a standard error (SE) is a measure of dispersion for a hypothetical 
distribudon of sample means for a given variable (i.e., it is equivalent to a standard 
deviation for the sampling distribution). The SE allows us to calculate a confidence 
interval around a particular sample mean. This confidence interval tells us how confident 
or certain we are that the true population mean (ji,) falls within a given range. For 
example, if we report that the results of a content analysis show average length of shot in 
a U.S. TV commercial to be "2.1 seconds, plus or minus .5 seconds at the 95% confi­
dence level," this also means that we are 95% certain that the true population mean is 
between 1.6 and 2.6 seconds. This process is based on the idea that many different 
sample means will cluster normally around the true population mean in the sampling 
distribution. 

A confidence interval is constructed by multiplying the SE by a given weighting (e.g., 
1.0,1.96,2.58) based on the normal distribution, thus creating what is called a sampling 
error, and then adding and subtracting this value around the sample mean. Some 
commonly reported confidence intervals are 

Confidence level 

68% 
95% 

. 99% 

Confidence interval {mean ± (sampling, error)} 

Mean + (1.0 x SE) 
Mean ± (1 .96xSE) 
Mean ± (2.58 x SE) 

There are two main formulas for the SE, (a) one for interval or ratio data (i.e., con­
tinuous, numeric data; see Chapter 6 for a fuller description) and (b) one for binomial 
(dichotomous or two-category) measures. 

(a): (b): 

where cr2 = the population variance 
n = sample size 
P = proportion "affirmative" for a binomial in the population 
Q = proportion "negative" for a binomial in the population 

and (P+ Q = 1) 

Using these formulas and guidelines, we may construct formulas for desired sample 
sizes (Kachigan, 1986, pp. 157-158; Voelker 8c Orton, 1993), again, both for (c) inter­
val or ratio and (d) binomial measures. 

n -

(c): 

Zr<3 

samp, error 

(d): 

nz=(PxQ) 
samp, error 

where z c - the appropriate normal distribution weighting 
(e.g., 1.96 for 95% confidence) 

cr = estimate of population standard deviation(sd) 
samp, error = the sampling error desired 

P x Q = (.5)(.5) = (.25), the most conservative case estimating the 
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population proportions for P and Q 
There is only one difficulty in using these formulas to set a needed sample size n. We 

don't know the population parameters, a or P and Q. 
Therefore, we must make an estimate as to what the population variance might be. In 

a binomial case (Example d), what is typically used is the most conservative case, in which 
P = .50 and Q = .50 (this results in the largest possible P x Q and therefore the largest 
estimate of needed sample size). In a case of a variable measured at the interval or ratio 
level (Example c), this task is more difficult, and some prior knowledge about the status 
of the variable in the population is useful. I f the measure has been used in a similar 
sample, then that sample's standard deviation can be used as an estimate of the 
population sd. (This is typically adjusted by multiplying the sample variance by a 
coefficient such as n/[n-l}.) 

As an example, let's imagine that we want to generalize from a sample to the 
population of newspaper headlines about a political figure, and our variable of interest is 
a binomial: whether or not a positive descriptor is applied to the politician in the 
headline. Let's say that we'd like to be able to generalize plus or minus three percentage 
points at the 95% confidence level. To calculate, 

n = (PxQ) 

n = (.5x.5) 

n = 1,067 

samp, error 

1.96 
.03 

Thus, we would need a sample of 1,067 headlines in order to make a statement such 
as, "We are 95% certain that the true population proportion of headlines about the 
mayor that are positive is 50%, plus or minus 3%, that is, between 47% and 53%." For an 
example of how this would work with a metric (interval or ratio) variable, let's imagine 
that we've assessed the verbal intensity of interpersonal utterances on a 0-to-10 scale. 
Let's assume that we wish to have a 99% confidence interval of plus or minus one point 
on the 0-to-10 scale and that based on past research, we estimate the population 
standard deviation to be 5.0. To calculate, 

n = 

samp, error 

2.58x5 

n = 166.4 

So with a sample size of 167 or more utterances, we would be able to report our mean 
verbal intensity plus or minus one point at the 99% level of confidence. 
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Notes 

1. The by-clause analysis affords greater variability than i f the entire message was 
used as the unit of data collection. For example, a verbal message may obtain an anxiety 
score of 20 rather than just 0 or 1—the score can range between 0 and the number of 
clauses in the message. 

2. This n of 10,000 was further reduced to 8,742 by a precision screening pro­
cess designed to remove irrelevant stones picked up by the search algorithm. The 
Jasperson et al. (1998) article is a model of full reportage for both the search process 
and the screening. 

3. For example, when I was first hired as a coder on a major grant project in the 
mid-1970s, our analysis of prime time television content required us to view on video­
tape. The "least expensive" option at that time was ̂ -inch reel-to-reel tape, which was 
in reality very expensive and very cumbersome; each tape held only 1 hour of program­
ming, and the tapes had to be manually threaded on the massive playback machines. 
There were no real-time counters, which meant that we pretty much had to code an en­
tire 1-hour tape in one sitting, because we could not note where we left off, and we 
could not unload the machine without rewinding completely. Although operating the 
system was not rocket science, it did require a modicum of training. And inexperienced 
coders did manage to destroy the playback heads on one $5,000 machine. 

4. However, the user should be cautioned that searches are still not fully "auto­
matic" and are very much creative processes. For example, when searching for terrorist 
group Web sites on the Internet, Damphouse and Smith (1998) found that few such 
groups (e.g., the KICK) included the target term, "terrorism" in their sites, and they 
had to use a variety of less systematic search strategies to locate a suitable number of rel­
evant sites. 

5. This convergence of video and computer includes, but is not limited to, the 
use of computer-based digital postproduction systems in video and film production 
(e.g., nonlinear editing, digital special effects; Ferraro 8c Olson, 2000), the production 
of "interactive" digital content for CD-ROM and DVD, and the advent of digital tele­
vision in the United States (Atkin, Neuendorf, Jeffres, Sc Skaiski, 2000; Ely 8c Block, 

, 1997-1998). 
6. Although seemingly a ready source of message information, closed-caption­

ing has not proved an attractive source because of frequent inaccuracies. Even classic 
films often have closed-captioning that is grossly abbreviated or simplified, not accu­
rately representing the spoken dialogue'. And so-called real-time captioning is full of er­
rors (Dellinger, 2000); for example, when Meryl Streep won the Academy Award for 
Sophie's Choice, the word "Holocaust" appeared on-screen as "holly cost." My own 
10-minute perusal revealed the following: (a) A joke's punchline on the 2000 Tony 
Awards was heard as "The house specialty is the congealed meatioaf." I t was read as 
"The house specialty is the concealed meatioaf." (b) The Weather Channel's admoni­
tion to "Be wary of a Nor'easter with coastal rain" was read by the hearing impaired as 
"Be weary of a Nor'easter with coastal rain." DVS seems just as inaccurate. 

7. See The Content Analysis Guidebook Online for links to vendors for the sys­
tems identified in this section. 

8. See The Content Analysis Guidebook Online for links to vendors for the sys­
tems identified in this section. 
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9. Time code is a secies of digits that provides an exact reference for each video 
frame. The American SMPTE dme code standard is an eight-digit series of dock-type 
numbers (hours, minutes, seconds, and video fields; Kindem, 1987). Each frame's time 
code is stored on the vertical interval for the video signal and is displayed on-screen 
only when a special time code reader is used. 

10. MPEG is an acronym for "moving pictures experts group," formed by the In­
ternational Standards Organization to set standards for audio and video compression 
and transmission. MPEG and MPEG-2 are currently used for transfer of digital video 
through the Internet and for encoding of compressed digital video for DVD and other 
multimedia formats (Watkinson, 1999). 

11. In some instances, this may be a known but not necessarily equal chance of be­
ing selected. 





A l though the content analyst should consult both scholarly literature and 
commercial research and use theory as a guide whenever possible,, he or 

she is, in fact, the boss, the final authority on what content needs to be exam­
ined and what variables ought to be tapped. This chapter presents a series o f al­
ternative approaches for selecting variables that w i l l be well-grounded. 

As indicated in Chapter 3, a variable is a definable and measurable con­
cept1 that varies; that is, i t holds different values for different individual cases 
or units. As indicated i n Chapter 1, variables may be delineated as latent or 
manifest variables and as content or form variables. Strictly speaking, variables 
to be included in a content analysis must reside i n the message rather than the 
source or receiver (although linking message variables to source or receiver 
variables is endorsed; see Chapter 3). 

As noted earlier, scholarly work generally proceeds f rom theory, w i t h re­
search questions, hypotheses, or both derived directly from the theory. A dis­
cussion of hypotheses and research questions is provided later in this chapter. 
I n actuality, a review o f the content analysis literature indicates that most con­
tent analyses do not test formal hypotheses or research questions, and those 
that do rarely provide a real test o f theory. More often, they are driven by curi­
osity or practicality. I t is recommended that even such nontheoretic investiga­
tions should follow a carefully considered process i n the selection o f what as­
pects of the content—what variables—to study. Such a process is presented 
here. 

Identifying Critical Variables 

A useful way to approach the selection o f content analysis variables is to con­
sider what constitute critical variables—those features that are vital to a com-
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j 
Box S . l The Critical Variable That Almost Got Away 

Camera Technique i n Music Videos 

In the 1980s, there was much criticism of the way in which women's images were 
presented in music videos (Vincent, Davis, 8c Boruszkowsld, 1987), at that time, one of 
the fastest-growing segments in the media industries. Kalis and Neuendorf (1989) 
undertook a content analysis of a random sample of MTV videos to assess the presence 
and treatment of aggressive cues—objects and actions with violent or aggressive 
meaning. Among other things, Kalis and Neuendorf examined each case in which an 
initiator or recipient of an aggressive action could be idendfted. 

The basic findings of the study were surprising in light of the prevailing wisdom 
regarding women's roles in music videos. Females were actually more likely to be 
initiators than recipients of aggressive acts. But an interesting explanadon for this 
discrepancy was in sight. The researchers had included variables that they considered 
cridcal to a study of the fast-paced medium. For every shot in which an aggressive act was 
shown, they measured the focal length of the camera shot (i.e., long shot, medium shot, 
close-up, or extreme close-up) at the beginning and the end of the shot. They also 
measured the length of each shot in seconds, as part of their general investigation of 
pacing (i.e., quickness of editing) of the videos. 

The findings relevant to these additional variables provided a possible explanation for 
the public salience of female-targeted aggression in music videos. When females were the 
targets of aggression, they were displayed on the screen for a significandy longer period 
of time (3.1 seconds on average, compared with 2.0 seconds for a shot containing a male 
victim). Also, females were more likely than males to be shown in close-up or extreme 
close-up as targets of aggression. This visual emphasis on female victimization may well 
have contributed to the events becoming more memorable to viewers and hence a 
subject of popular criticism. 

What's important to remember is that without paying close attention to form 
variables that are critical to the medium, this finding of focal prominence for female 
victims would never have been discovered. 

prehensive understanding of (a) the message pool (b) i n the specific medium 
used. Identifying such critical features is both painstaking and creative. Failure 
to identify all the form and content variables that distinguish a set o f messages 
can lead to misleading results. For example, the Kalis and Neuendorf (1989) 
study outlined i n Box 5.1 would have resulted in incomplete conclusions w i t h ­
out the measurement of two key formal feature variables. 

A researcher may frame the search for variables at a very general level or at 
a much more specific and applied level. The most comprehensive study should 
do both. A t the most general level, one may always consider the possibility o f 
universal variables, that is, characteristics that differentiate all stimuli . A t the 
most specific level, the researcher needs to examine the features that distin­
guish that particular message type as conveyed i n that particular medium. 
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The sections that follow describe four recommended techniques for se­
lecting variables for a content analysis: 

1 . A consideration of universal variables 

2. Using theory and past research for variable collection 

3. A grounded or "emergent" process of variable identification 

4. Attempting to find medium-specific critical variables 

Each of these four techniques is elaborated on in the following sections.2 

A Consideration o f Universal Variables 

A l l stimuli may be described by a variety of factors. The quest for a finite 
set o f universal variables that may be applied to all stimuli (including message 
units) has been led primarily by cognitive psychologists, linguists, and anthro­
pologists. Their efforts are w o r t h examining. 

Osgood, Suci, and Tannenbaum (1957) were among the first to t ry to dis­
cover universal dimensions o f "meaning." Their classic three primary dimen­
sions o f semantic meaning (i.e., how individuals discriminate among concepts) 
—evaluation, potency, and activity—have served as the basis for countless so­
cial and behavioral science studies. Their "semantic differential"—using 
paired concepts to measure evaluation (e.g., good bad), potency (e.g., 
strong <~» weak), and activity (e.g., active <-> passive)—has become a standard 
i n experimental and survey research (Heise, 1965). 

The work o f Marks (1978) has attempted to establish evidence of a unifor­
mity in the way i n which human senses (hearing, sight, taste, smell, touch) op­
erate. I n Unity of the Senses, he reviews classic considerations o f what he terms 
primary qualities o f objects from such sources as Galileo and Locke, and he 
proceeds to develop a perspective i n which human senses all operate i n parallel 
fashion. According to Marks, a stimulus may be perceived by seeing i t or by 
feeling i t , for example, but these experiences w i l l have the same dimensions. 3 

N o matter which sense is used, the stimulus is perceived according to certain 
"analogous sensory attributes." They are as follows (with particular examples 
o f potential content analysis applications i n parentheses). 

1 . Extension: the apparent spatial magnitude of a sensation (e.g., how long 
a shot in a movie lasts) 

2. Intensity: the apparent strength of a sensation (e.g., how close up the 
shot is) 

3. Brightness: the apparent piquancy of a sensation (e.g., the black-white 
contrast of the shot or the brilliance of the colors) 
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4. Quality: a term covering a diverse set of attributes, proposed by philoso­
phers of earlier centuries, which Marks generally dismisses as a universal 
characteristic o f sensation (e.g., the mise-en-scene, or placement of ele­
ments in the shot; p. 52) 

I n addition, Marks considers duration as a fifth attribute (from 19th-century 
work by Kiilpe). These features give us a starting point, although Maries and his 
intellectual forebears were more interested in describing the individual's experi­
ence than in finding characteristics of the stimulus itself. However, they provide 
us with a general template for thinking about critical variables for any content 
analysis. 

Alternatively, Marks (1978) and others have used a grounded approach i n 
discovering how people differentiate among stimuli . By presenting individuals 
w i t h a range o f stimuli and asking them t o report perceived distances among 
the stimuli in multidimensional cognitive space, researchers can look at the re­
sultant dimensions (Mclsaac, Mosley, & Story, 1984; Melara, Marks, 8c Potts, 
1993). For example, when randomly selected landscape photographs were 
presented to 52 subjects, five dimensions o f meaning were identified: (a) open 
versus enclosed, (b) barren versus verdant, (c) land versus water, (d) natural 
versus human influence, and (e) entry path versus no entry path (Fenton, 
1985). These dimensions are clearly more applied (i.e., specific to photogra­
phy) than truly universal. 

I n his classic work, Aesthetics andPsychobiology, Berlyne (1971) proposes a 
set of aesthetic universals. After a consideration o f features similar to Marks's 
(1978) analogous sensory attributes (i.e., "psychophysical variables:'' inten­
sity, size, color, visual forms, auditory pitch) and "ecological properties" that 
describe the meaningfulness o f the stimulus, Berlyne (1971) adds his 
"collative" variables, which are the "irreducibly essential ingredients o f art 
and of whatever else is aesthetically appealing" (p. v i i i ) . The collative variables 
do seem to go beyond features that reside entirely wi th in the stimulus 
(Cupchik 8c Berlyne, 1979) and might be described as features that reside i n 
an interaction between the stimulus and the individual perceiving the stimulus 
(so we must be cautious i n adapting them to a content analysis). Others have 
described them as the combining of " t w o present features of a stimulus" or the 
"comparison o f a stimulus w i t h a prior expectation" (Martindale, Moore , 8c 
Borlcum, 1990, p. 54). Berlyne's (1971) aesthetically relevant collative vari­
ables follow. 

1 . Novelty 

2. Uncertainty and surprisingness 

3. [Subjective] Complexity 

4. Relationships among 1-3 (notably, a recognized interaction between 
novelty and perceived complexity) 
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Although the efforts o f these various scholars to identify universal vari­
ables give us much food for thought, many of their contributions are aimed at 
the receiver's response to stimuli or messages, rather than at capturing universal 
features o f the messages themselves. I t is only by adapting their efforts that 
universal message variables may emerge. There may indeed be certain vari­
ables, perhaps derived from the more philosophical considerations presented 
earlier, that are critical for all message studies. One o f the most likely o f such 
candidates seems to be message complexity. Box 5.2 provides a focus on com­
plexity. 

Obviously, no master list of universal variables exists. A n d even i f one were 
proposed, the researcher must make the decision as to the relevance o f each 
variable to the task at hand. That is, even i f a variable is deemed measurable and 
discriminable for all message stimuli , its uti l i ty and predictive power may be ni l 
i n a given content analysis. A n d cultural differences i n how receivers respond 
to so-called universal variables raise questions o f their meaning. For example, 
although "color" is proposed by Berlyne (1971) as a universal psychophysical 
variable, and few would dispute its importance i n describing all object stimuli, 
its meaning has been shown to vary substantially across cultures (Hupka, 
Zaleski, O t t o , Reidl, &Tarabrina, 1997). One study offive nationalities found 
significant differences, such as which color connotes envy (United States, 
green; Russia, black) and which color indicates jealousy (United States, red; 
Russia, black). 

U s i n g T h e o r y a n d Past Research for Variable Collection 

Generally speaking, there are three ways i n which theory and past research 
may be employed: (a) by providing predictions about the effects o f messages 
of various types (thus providing a rationale for the study but usually not pro­
viding hypotheses that are testable by a content analysis alone), (b) by provid­
ing predictions about the origins o f messages, and (c) by providing predictions 
about the relationships among variables within a content analysis. 

The first type o f theory and research application may be seen as a variation 
on certain types o f linkages (Chapter 3), in which evidence o f message effects 
is linked w i t h content analysis findings. Here, theory offers a prediction of such 
effects (and there may or may not be corresponding research evidence). For 
example, research by Berkowitz (1964,1973; Berkowitz & LeFage, 1967) in­
dicates that general arousal created by one stimulus may have an impact on 
how the individual responds to another arousing stimulus. A n d tests o f the ex­
citation transfer theory have supported the theory's notion that general physi­
ological arousal can affect one's subsequent likelihood o f behaving aggres­
sively (Gardstrom, 1999; Zil lmann, 1971; Zil lmann, Johnson, & Day, 2000). 
I n this vein, supportive research has found that television pacing (i.e., how 
quickly the shots are edited) can increase the viewer's overall physiological 
arousal, which i n turn enhances his or her response to violent content within 
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Box 5.2 Message Complexity 

A n Example o f a Possible Universal Variable for Content Analysis 

There exists quite a bit of research in the psychology literature that indicates that 
people respond to a complex stimulus quite differently than they do to a simpler stimulus 
(Berlyne, 1971). Complexity of a message seems to be an important moderating variable 
to consider in studies of persuasion. For example, Saegert and Jellison (1970) found that 
with simple stimuli, an inverted relationship was found between exposure and affect, 
whereas with complex stimuli, exposure and positive affect were positively related (see 
also Brentar, 1990). That is, with simple stimuli, there may be wear out, when the 
receiver gets tired of the stimulus. With a more complex stimulus, the more you see it , 
the more you like it. 

What exactly is this construct, complexity? Invoking the considerable contribution of 
information theory to the study of communication and messages, Watt and Welch 
(1983) have proposed considering "degree of complexity" along a continuum. They 
draw on the work of Moles (1968) to show that the degree of complexity of a concept 
may range from simple (ordered, predictable, structured) to complex (disordered, 
unpredictable, random; Watt & Welch, 1983, p. 78). Thus, complexity seems to include 
the characteristic of information potential, something that is clearly important in ail 
message studies. 

Watt and Welch (1983) further distinguish between static and dynamic complexity. 
Static complexity is the level of randomness of the stimulus at a single point in time. 
Dynamic complexity is the amount of variation of a stimulus over time. For example, a 
photograph may have high static complexity but will have zero dynamic complexity. A 
video presentation that consists of a series of very simple images (each with low- static 
complexity) could have high dynamic complexity i f it is edited at a very quick pace. 

Complexity of the written word has been measured by human and computer coding 
in a variety of contexts. The most common indexing of complexity is the assessment of 
"readability," indicating the approximate grade level of a text—quite literally, 6th grade, 

the fast-paced form (Jeffres wi th Perloff, 1997). Thus, the inclusion o f a mea­
sure o f the pacing o f video or film editing i n a content analysis can provide a 
partial prediction as to how the viewer w i l l respond. 

A n example o f the informative role o f past research is Cutler, Moberg, and 
SchimmePs (1999) choice o f variables for their investigation o f attorney ad­
vertising on TV. Key variables used in their analysis are derived f rom the results 
o f several surveys of consumers that identified the most important criteria peo­
ple use when choosing an attorney (i.e., knowledge, caring, and courtesy). 
This third-order link between receiver surveys and the content analysis pro­
vides a good rationale for the selection of variables. 

The second type o f application o f theory and research also relates to the 
not ion of integrative linkages introduced i n Chapter 3. Here, relationships be­
tween source characteristics and message attributes are predicted. For exam­
ple, Dindia (1987) sought to challenge a set o f previous studies that seemed to 
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8th grade, and so forth. The readability level is indexed by looking at such markers as | 
average word length, average sentence length, and perhaps variety of words used (e.g., | 
total number of words in a text divided by the number of unique words in the text). 
There are a number of standard readability index formulas. For instance, the 
Fiesch-Kincaid formula (RightWriter, 1985, p. 5-3). Also, the integrative, or cognitive, 
complexity of the source has been assessed via content analyses of political speeches, 
interviews, personal letters, and diplomatic documents (Lee 8c Peterson, 1997). 

In their studies of children's responses to television, Watt and Welch (1983) have 
proposed methods of measuring both static and dynamic visual complexity on a video 
screen, by overlaying a grid and measuring differences in brightness (luminance) or color ^ 
(chrominance) between adjacent cells in the grid. Their technique has not been picked 
up for use by social scientists, but that may change. There is great potential for future 
computer coding of complexity, notably in the age of digital video (where looking for 
vector movement in MPEG compression could serve as a measure of dynamic visual 
complexity) and with the new data stream function of metadata (EBU/SMPTE Task t 
Force, 1998). f 

Watt and Welch's (198 3) studies on children and television have shown the utility of 
segmenting the construct of complexity into different manifest types—audio versus 
visual, static versus dynamic. They have found, for example, that children's visual 
attention to TV programming (i.e., Sesame Street and Mr. Rogers' Neighborhood, in their 
studies) is related to greater audio static complexity, greater audio dynamic complexity, 
and greater video dynamic complexity but not to greater video static complexity. 
Children's recognition of a featured object from the program was found to be related to 
greater audio dynamic complexity and greater video dynamic complexity. Recall of 
information from the program was found to be related to greater audio static complexity 
—and to lower levels of audio dynamic complexity, video static complexity, and video 
complexity. Simply put, the overall construct of complexity has been shown to be 
important to understanding how children process TV. And some of the very complexity 
factors that attract kids' attention—i.e., quick variations in sound and in images—seem 
to result in lower recall of information from the program. 

I 

show that men interrupt more than women and women are interrupted more 
than men. She based her selection o f specific variables—and their precise mea­
surements—on the body o f interpersonal interaction literature to date. 

The th i rd type o f theory and research application provides bases for re­
search questions and hypotheses that may be tested from a content analysis 
alone. For example, deriving their constructs from a theory o f relational com­
munication, Rogers and Farace ( 1975 ) developed measures o f the symmetry, 
transitory nature, and complementarity of control i n human face-to-face 
interaction. Their conceptual bases included Bateson (1958) and Watzlawick, 
Beavin, and Jackson (1967). I n application, their coding scheme allows for the 
analysis o f the behaviors i n individual speakers, the interactions between mem­
bers of a dyad, and the systemic aspects of the communication process. 

Past research can provide other motives for including variables. I n a prac­
tical sense, it's often useful to replicate measures from past research. For exam-
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pie, as described in Chapter 6, there are quite a few "standard" dictionaries for 
text analysis, and using them has the advantage o f producing findings that 
have immediate comparative value. 

Sometimes, a cross-cultural, cross-media, or over-time comparison is de­
sired. For example, Oerter, Oerter, Agostiani, K i m and Wibowo (1996) ap­
plied a coding scheme to transcripts o f interviews about the concept o f human 
nature conducted in four nations (the Uni ted States, Indonesia, Japan, and 
Korea). The same analyses had been conducted w i t h subjects i n Germany, 
China, Slovenia, and Croatia, allowing the authors to make more sweeping 
cross-cultural comparisons. 

Sometimes, the researcher may attempt to "translate" variables from a 
survey or experiment to the content analysis situation. For example, Smith 
(1999) attempted to take items that had previously been widely used to mea­
sure the trait characteristics of extraversion and neuroticism and apply them to 
characters in feature films. The translation f rom subjective, self-report mea­
sures to objective, content-analytic assessments was rocky—reliabilities were 
generally low. Coders could not agree on how "sociable" or "tense" a film 
character was. O n the other hand, some translations have been more success­
f u l . Kbit 's (1996) application o f interpersonal initiation strategies to personal 
ads in newspapers resulted in high reliabilities and a finding o f striking similar­
i ty between face-to-fa,ce and in-print first encounters. 

Much as a survey researcher w i l l use focus group or in-depth interviewing 
(qualitative techniques) to inform his or her questionnaire construction, so 
may the content analyst use in-depth, often contemplative and incisive obser­
vations from the literature of critical scholars. Quantitative researchers have 
begun to do this wi th regard to film content. As Salomon (1987) has noted, 
" f i l m is perhaps one of the most thoroughly analyzed technological media" 
w i t h a large number of "philosophical, semiotic, historical, and psychological 
analyses" having been conducted o n the medium's content (p. 51). Yet one 
could count the number o f available quantitative content analyses o f film on 
two hands (e.g., Capwell, 1997; Custen, 1992; Ealy, 1991; Pileggi, Grabe, 
Holderman, 8c de Montigny, 2000; Powers, Rothman, & Rothman, 1996; 
Smith, 1999). Generally, these content analyses have drawn on the rich history 
o f critical and qualitative study o f film. For example, Smith (1999) relied 
heavily on the literature on women's films i n her examination of role portray­
als o f the two genders in top-grossing U.S. movies o f the 1930s, 1940s, and 
1990s. Some o f the critical expectations were borne out , and others were not , 
indicating that content analysis is not redundant w i t h critical analysis. 

A G r o u n d e d or Emergent 
Process o f Variable Identification 

When existing theory or research literature cannot give a complete picture 
of the message pool , the researcher may take a more practical approach. The 
researcher may need to immerse himself or herself i n the w o r l d o f the message 
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pool and conduct a qualitative scrutiny o f a representative subset of the con­
tent to be examined. I n this way, variables emerge from the message pool , and 
the investigator is well grounded i n the reality o f the messages. Quite simply, 
the researcher needs to "go native." For example, i f one wants to content ana­
lyze relationship development among soap opera characters, one needs to be­
come, at least temporarily, a soap fan. A n d to analyze nonverbal styles o f stan­
d-up comics, one has to nominally become a connoisseur of comedy. 

Failure to identify key variables that typical message receivers would con­
sider critical, and failure to develop a fu l l understanding o f the variables i n 
their context, can lead to trivial or embarrassing findings. For example, this au­
thor once heard a presentation in which the researcher revealed that none o f 
the U.S. T V commercials sampled were spots for hard liquor. A t that time, the 
National Association o f Broadcasters Television Code prohibited the broad­
cast of such spots, something anyone w i t h even a passing familiarity w i t h the 
broadcasting industry would have known. Content analysts should acquaint 
themselves w i t h professional standards and guidelines for media content stud­
ies (e.g., Gibson, 1991; Kindem, 1987). 

To prevent gaffes and more serious problems, the researcher may wish to 
invite a visiting committee of working professionals to comment o n the re­
search effort before the coding scheme is finalized. Often, these pros are 
pleased to be asked, and the research can only be enhanced by their contribu­
tions. A n d we shouldn't forget the frontline people. A study o f intake inter­
views for battered women may benefit more from the input of the interviewers 
than from the input of administrators. • 

However, a potential problem w i t h identifying emergent variables in this 
fashion is that the researcher may not be able to see all the ways i n which the 
messages vary. For example, i f you read every news article in your daily paper, 
would you be able to identify all the myriad ways in which they varied? A n d 
even simple variations may be difficult to sort out. Garner (1978) shows some 
clear examples of how a small number o f very simple variables can result i n 
stimuli that seem complicated and diverse. This is similar to what would later 
be identified as chaos theory (Gleick, 1987), wherein complex stimuli may 
arise from simple rules. 

A n illustration may show how easy—and how dif f icult—it may be to dis­
cern emergent variables from the stimuli themselves. For example, the four 
images shown in Figure 5.1 are differentiated by two variables, each holding 
two different values. 

Figure 5.1. Four Images and Two Variables 
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I f this were our message pool , we'd have no problem identifying ail the 
variables that differentiate the images; they are (a) size (large vs. small) and (b) 
shape (diamond vs. star). 

Now, how about the images in Figure 5.2? 

h n ff 
J l 

Ulf y h y h h 
1 2 3 4 5 5 7 8 

im il iL 
^ 

J l Jl IL iL 
i l 

IF Ulf h Tir ïl y 
9 10 11 12 13 14 15 16 

Figure 5.2. More Images and More Variables 

Here, the underlying variables that differentiate the images are not so ap­
parent. Such a challengccan be frustrating, but it may also stimulate the re­
searcher's creativity. It 's like a puzzle (and the answer to this one can be found 
in an endnote"). What's important to note is that the diversity shown in the set 
of images in Figure 5.2 is the result o f only four variables, each holding only 
two values. 

O f course, even i f the researcher discovers all the ways i n which the mes­
sages vary (an unlikely scenario), this does not mean that all those variables 
need to be included in a study. The researcher still needs t o engage in critical 
thought to decide what variables are essential to the testing o f hypotheses or 
research questions. 

Attempting to F i n d 
Medium-Specific Crit ical Variables 

Many content analyses examine messages within a medium. Much effort 
has been expended trying to describe what critical variables distinguish each 
communication medium, that intermediary device or context through which a 
message flows from source to receiver. From Bretz's (1971) quaintly precise 
descriptions o f such media as filmstrips and " te lewri t ing" ( in which handwrit­
ing and voice are both transmitted by telephone lines; p. 117) to contempo­
rary efforts to describe factors that distinguish pages and sites on the Internet 
(Bauer & Scharl, 2000; Ghose & D o u , 1998), the many efforts to encapsulate 
each medium have failed to result in standard lists and definitions. This leaves 
the content analyst wi th the task of using a combination o f the past research 

cardo
Marcador de texto



Variables and Predictions 105 

and emergent processes, described in the previous two sections, to make a ros­
ter o f possible medium-specific critical variables. 

There are two main issues at hand when trying to establish what me­
dium-specific critical variables are appropriate for a content analysis study; (a) 
What is the nature o f the medium o f the messages? A n d (b) what variables are 
particular or pertinent to studies of messages found in that medium? 

Defining the Medium 

This may seem a simple task; i t is not. N o standard definition of, say, tele­
vision exists. T r y to itemize all the characteristics o f television that make it TV. 
It 's tough to do, and no two persons' lists w i l l be identical. Consider media 
philosopher Marshall McLuhan's (1989) broad-ranging definitions of media. 
He maintained that media are essentially defined by their extension of the hu­
man senses and that the medium is the message, as the phrase he made famous 
states. Yet his definitions o f media were quite personal and iconoclastic, w i t h 
titles such as "tactile television." Although intriguing, his views on the charac­
teristics of media have not become standards. 

Several scholars have tried to catalog available or even hypothetical media 
technologies. Bretz (1971) attempted to provide an exhaustive list and classi­
fication o f media. He argued that "since communication media are all the 
product of man's [sic] inventiveness, there is no natural relationship among 
them to discover; we must choose some artificial means of classification" 
(p. 61). His chosen categorization scheme put media into seven categories: (a) 
audio-motion-visual, (b) audio-still-visual, (c) audio-semi-motion, (d) mo­
tion-visual, (e) still-visual, (f) audio, and (g) print. He gave an additional d i ­
mension of telemedia versus recording media. Furthermore, he held that indi ­
vidual media may be distinguished f rom one another by two additional 
criteria: (a) i f they use different combinations of the ways of representing i n ­
formation (sound, picture, line, graphics, print , motion) and (b) i f they are 
based on different hardwares. 

Following this, Heeter (1986) developed definitions for 52 "hypothetical 
media systems," empirically describing them by attributes o f function, chan­
nel, and interactivity. Neuendorf, Brentar, and Forco (1990) captured respon­
dents' perceptions about 15 media types and 10 sensory concepts, using mul ­
tidimensional scaling. The three primary dimensions found were (a) level of 
mediatedness, (b) print versus nonprint, and (c) personal or subjective versus 
impersonal or objective. 

Another aspect one may look at is whether a given medium has characteris­
tics unique to that medium and therefore especially important to tap in a con­
tent analysis. I n general, media do not have wholly unique characteristics. For 
example, variables related to graphic design (size and color of font, use of pho­
tos, subjects of photos, etc.) are applicable to content in magazines, newspa­
pers, television, film, and the Internet. Variables related to auditory intensity 
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(e.g., use o f music, loudness, density and pace o f music, paralinguistic aspects 
o f speech) could be applied to studies o f audio recordings o f speech, CDs, ra­
dio , television, and film.5 

A t the very least, these attempts to catalog and differentiate media give us 
pause to consider what our medium of interest really is and why we might be 
interested in that medium rather than another. 

Finding Critical Variables 
Appropriate to the Medium 

There may be both form and content variables that are particularly rele­
vant to a study o f messages f rom a particular medium. Al though this text rec­
ommends that each researcher assess anew the critical variables specific to his 
or her medium o f choice (i.e., there is no catalog worthy of strong endorse­
ment), looking at some past attempts may be f ru i t fu l . Generally, attempts at 
comprehensiveness have focused on form rather than content variables: 

Huston and Wright (1983) have identified "salient formal features" for tele­
vision in their studies o f children's viewing behavior. They include physical activ­
ity of characters, rapid pace, variability of scenes, visual special effects, loud music, 
sound effects, and peculiar or nonhuman voices (p. 39). Huston and Wright pre­
sent a continuum of these formal features, ranging from "purely syntactic" (fea­
tures that structure the flow of content) to "integrally related to content under­
standing" (features that provide modes o f mental representation, supplanting or 
eliciting cognitive operations, as when a zoom helps the viewer understand the re­
sulting close-up). They summarize how the formal features of television influence 
cognitive processing o f content, thus providing more than a simple list o f vari­
ables. 

Lombard etal. (1996) have begun the process of documenting such formal 
features o f television, wi th additions of their own. Their well-developed coding 
scheme (available at The Content Analysis Guidebook Online) includes sections on 
transitions, pace, camera techniques, object or entity movement, text and graph­
ics, and special effects. Their goal is to conduct a series of large-scale content 
analyses that benchmark the current and future state of television production. 

Gagnard and Morris's (1988) subtide tells i t all—an "analysis o f 151 
executional variables." Their study of T V commercials that had received C L I O 
awards was an attempt to exhaustively catalog variables relevant to content and 
form. 

Olsina, Godoy} Lafuente, and Rossi (1999) provide a fairly comprehensive set 
of variables for the assessment of Web sites. However, their hierarchical approach 
is criticized by Bauer and Schari (2000). They measure a host of variables within 
four categories: functionality, usability, efficiency, and site reliability. 
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H y p o t h e s e s , P r e d i c t i o n s , a n d R e s e a r c h Q u e s t i o n s 

I n a scholarly content analysis, the variables should be linked i n the form o f re­
search questions or hypotheses. A hypothesis is a statement of an expectation 
about empirical reality, based on a clear theoretic rationale or on prior evi­
dence (Babbie, 1998). Lacking a strong basis for a f irmly stated prediction, the 
researcher can only formulate research questions. A research question is a 
query about empirical reality, typically driven by theory or prior nonscientific 
observation. 

Even in the case o f nonscholarly content analysis, i t is recommended that 
careful questions or predictions (or both) be made. This process ensures a log­
ical progression from conceptualization of an issue through measurement and 
results that address what the researcher has i n mind. 

Conceptual Definitions 

I n the process of wri t ing hypotheses, predictions, and research questions, 
each variable must be carefully defined. This dictionary-type definition is 
called the conceptual definition o f the variable. The conceptual definition pro­
cess is vital to the research process. A conceptual definition is a declaration by 
the researcher as to exactly what he or she wishes to study. Composing concep­
tual definitions forces the researcher to think critically about the nature o f his 
or her study. Each conceptual definition is a guide to the subsequent measure­
ment of that variable—the operationalization (covered i n Chapter 6). The 
conceptual definition and operationalization need to match; this matching is 
what many call internal validity (Babbie, 1998). 

As an illustration, consider the conceptual definition o f sex roles adopted 
by Chu and Mclntyre (1995) for their study of children's cartoons i n H o n g 
Kong (p. 206; from Durldn, 1985): "The collection of behaviors or activities 
that a given society deems more appropriate to members o f one sex than to 
members of the other sex." Chu and Mclntyre's operationalization o f this 
conceptual variable consisted of no fewer than 39 measures, each of which fit 
within the conceptual definition (thus providing internal validity). The 
operationalizations (measures) included 1 occupational role, 17 personality 
traits (e.g., rough, obedient), 7 appearance traits (e.g., hair length, wearing a 
dress), 11 activity preferences and skills (e.g., sports), and 3 societal and famil­
ial power roles (e.g., final decision maker). Notice that the specifics o f the con­
ceptual definition served as a guide to the researchers: "Col lect ion" implied 
multiple indicators rather than an overall perceptual measure, "behaviors or 
activities" demanded the ;measurement of manifest characteristics rather than 
internal states, "society deems" required that the researchers discover the cul­
tural norms for the society under study, and the nondirectional phrase, "ap­
propriate to members of one sex than to members of the other," indicated that 
sex roles for both males and females were to be studied. 
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Additional examples of conceptual definitions appearing i n the content 
analysis literature follow. 

1 . Rumination: "The tendency to think nonproductively about negative af­
fects, situations, and attributions" (Satterfield, 1998, p. 670) 

2. Climate: "Employee perceptions of one or more strategic imperatives 
made manifest through work place routines and rewards" (Schneider et al., 
1992, p. 705) 

3. Risk information: "That which links an environmental contaminant to 
harmful effects on human health (a 'risk linkage')" (Griffin 8c Dunwoody, 
1997, p. 368) 

4. Sexual suggestiveness: "The Freudian interpretation of 'having or possess­
ing sexual stimuli that triggers or arouses ideas about sex in a person's 
mind' " (Pokrywczynski, 1988, p. 758) 

Each conceptual definition guides the researcher through the process o f 
measurement. I n fact, conceptual definitions often appear i n whole or i n part 
in codebooks, for the guidance o f the coders. 

Hypotheses 

Formal hypotheses that l ink variables of interest should be based o n the­
ory. However, predictive statements are often presented i n the content analy­
sis literature based simply on past research. Seven examples o f hypotheses fol­
low: 

1 . "Women who possess predominantly neonate [chUdlike] facial features 
wi l l be more preferred during social and economic good times and less 
preferred during social and economic hard times" (Pettijohn 8c Tesser, 
1999, p. 232; their study examined photographs of popular American film 
actresses between the years 1932 and 1995). 

2. "Girls' advertisements wi l l use more in-home settings; boys' advertise­
ments wi l l use more out-of-home settings" (Smith, 1994, p. 329). 

3. "Subjects from different cultures conceptualize similar structures of 
understanding human nature at different levels o f complexity" (Oerter et 
al.,1996, p, 9). 

4. "Mentally i l l characters on television are more likely to be violent criminals 
than are the mentally il l in the U.S. population" (Diefenbach, 1997, p. 292). 

5. "Men's graffiti wil l contain a greater amount of insulting (antiethnic, sex­
ist, and antigay), sexual, and scatological references and women's graffiti 
wil l contain a greater amount of romantic content" (Schreer 8c Strichartz, 
1997, p. 1068). 
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6. "There is a negative relationship between a manager's dominance of the 
subordinate in their communication and subordinate's perception of de­
cisional involvement" (Fairhurst et al., 1987, p. 399). 

7. "Commercials run in the Dominican Republic differ from those run in 
the United States in the frequency wi th which music is used" (Murray 8c 
Murray, 1996, p. 55). 

Notice how the foregoing hypotheses vary in their specificity of the relationships 
among variables. Some indicate a directional hypothesis, predicting either a posi­
tive or negative relationship between variables (i.e., Hypotheses 1 ,2 ,4 ,5 , and 6). 
Two state a nondirectional hypothesis, where a relationship is specified but not its 
type (i.e., Hypotheses 3 and 7). That is, Hypotheses 3 and 7 posit differences but 
not the direction of the differences. Findings that commercials in the Dominican 
Republic use music more frequentiy than those in the United States would sup­
port Hypothesis 7; so would findings that commercials in the Dominican Repub­
lic use music less frequently. 

Research Questions 

When there is no clear theory to drive the research or past studies that have 
examined the content of interest, research questions may guide the process. 
Here are some examples from the literature. 

1 . "What issues do women's and news magazines address concerning breast 
cancer?" (Andsager 8c Powers, 1999, p. 535) 

2. "Is there an association between physician-patient previous contact and 
patient domineeringness or dominance?" (Cecil, 1998, p. 131) 

3. "What are the effects of community pluralism and contaminator/ 
contaminant location on the framing of news accounts of environmental 
contamination stemming from institutions?" (Griffin 8c Dunwoody, 
1997, p. 369) 

4. "Is there a difference between the types of messages posted during the 
first half and the second half of die semester?" (Mowrer, 1996, p. 219) 
(The study was an analysis of student and instructor communication via 
computer conferencing.) 

5. " H o w widespread is the use of billboards by small businesses?" (Taylor & 
Taylor, 1994, p. 98.) 

Al l variables included in hypotheses and research questions must be measured via 
one or more indicators. This process of operationalization is discussed in the next 
chapter. 
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Notes 

1. An explanation of the difference between concept and construct might be help­
ful. A concept is anything that can be conceptualized by humans (i.e., practically any­
thing). A construct is a concept that is by nature not directly observable, such as an 
emotion or an attitude. The special difficulties in measuring unobservable constructs is 
noteworthy. 

2. Smith's (1992) discussion of thematic content analysis to produce psycho­
metric measures notes three ways in which study variables are to be selected: (a) identi­
fied in advance on the basis of theoretical or practical considerations, (b) derived by 
classifying responses after they are produced by finding the descriptive categories into 
which most responses fit, and (c) identified by determining the effects on responses of 
theoretically relevant experimental manipulations or differences in naturally occurring 
groups (whatever is changed by manipulation or varies among groups is what is to be 
studied; p. 5). 

3. How Marks (1978) arrives at his conclusions involves the discussion of some­
thing quite fascinating,, called synesthesia. He reports substantial and long-term evi­
dence of this sensory blending, whereby a stimulus perceived with one sense may result 
in the activation of a different sense. The most common sort of cross-modal sensing is 
apparentiy "colored hearing"—certain individuals (only a minority, according to 
Marks) quite literally see colors when they hear various sounds. The colors vary in a 
fashion analogous to the sounds; for instance, a "bright" sound, such as the blare of a 
trumpet, evokes a "bright" color, such as scarlet. The existence of these analogous vari­
ations leads Marks and others to believe that the sensing of a stimulus can be reduced to 
a very small number of universal features. The study of synesthesia, popular in the 19th 
century and largely ignored in the 20th, has enjoyed a resurgence in recent years 
(Baron-Cohen & Harrison, 1997; Cytowic, 1999). 

4. The 16 images are created from four variables, each holding only two values. 
The four variables are the four corners: top left, top right, bottom left, and bottom 
right. The two values are facing in, and facing out. Image #2 is created from all four cor­
ners facing in. Image #14 is generated from all four corners facing out. The 16 images 
are the set of all possible combinations of the four corners either facing in or out. 

01 ii io oi oo ii io ¡0 

oo ii ii io ii io io oi 

¡0 ii oo ii oo oo oi oi 

oo 00 io oi oi oo oi Ü 

S O U R C E : Adapted from Garner, 1978. 

5. I n a class exercise, my graduate students decided that the medium with the 
most fully unique characteristics was that of the book—its weight and feel and even 
smell are as yet unduplicated in other media. 



C H A P T E R 

Measurement Techniques 

This chapter includes an introduction to measurement theory and to the 
important measurement standards o f validity, precision, and reliability. 

The practical aspects of measurement i n content analysis are discussed, w i t h 
contrasts between human and computer coding. The construction o f dictio­
naries for text analysis is considered. The chapter elaborates the process o f 
constructing codebooks (i.e., the operational definitions for all variables) and 
coding forms for human coding (forms created as handy recording formats, 
corresponding to the codebook). The chapter also presents guidelines for 
comparing and selecting a text analysis computer program (e.g., Scolari's Dic­
t ion 5.0, VBPro; also see Resources 3 and 5). 

Defining Measurement 

Perhaps the Clearest definition of measurement is provided us by S. S. 
Stevens's (1951) classic treatment: "Measurement is the assignment of nu­
merals to objects or events according to rules" (p. 1). I n content analysis, we 
simply need to think o f objects or events that are message units. The emphasis 
on numerals and rules is consistent w i t h the goals of content analysis as out­
lined earlier in this book. T^his chapter is devoted to the development of the 
rules by which numerals are assigned. 

Measurement theory (or classical test theory) assumes that there is a " t r u e " 
value for each variable on.each unit , the value that we are trying to discover. I n 
the measurement process, we are usually unable to discover the exact true 
value due to a variety of sources o f error. This simple idea has often been ex­
pressed as a formula. 

m = t + e 

111 
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that is, a measured score is the result of a true score and an eeror score. Our job in 
creating measures is to minimize the "e" (error) component. 

For example, there is a so-called true number o f aggressive acts in a single 
episode o f ER} given a precise definition o f aggressive act'm a codeboolc. The 
number that is measured wil l very likely be close to this true number, but it 
may not be exact. Contributing to this inexactness w i l l be things such as coder 
misinterpretations (a coder may not have read the codebook carefully and 
does not realize that he or she should have coded a shove as an aggressive act), 
coder inattention (e.g., a coder fails to pause the tape when a coworker arrives 
w i t h lunch, missing one instance o f aggression), coder fatigue (e.g., a coder is 
too tired and just stares at the screen incomprehendingly), and recording er­
rors (e.g., a coder records a " 1 5 " when he or she intended to write "13" ) . 

Such errors may be either random error or nonrandom error. Random er­
ror consists of errors that are unsystematic. Sometimes, the measurement is 
too high, and sometimes it's too low, generally summing to zero. This is a 
threat to reliability. Some o f the examples just given w o u l d likely be random 
errors (e.g., recording errors may be as likely to be too high as too low). 
Nonrandom error is also called bias and is a threat to accuracy. I t involves a sys­
tematic bias to a measuring procedure. For example, i f the coder misinterpre­
tation o f what counts as aggression is not clarified, the coder may systemati­
cally under code acts o f aggression. 

V a l i d i t y , R e l i a b i l i t y , A c c u r a c y , a n d P r e c i s i o n 

This section covers several key standards for good measurement: reliability, va­
lidity, accuracy, and precision. 

Reliability 

Reliability is the extent to which a measuring procedure yields the same re­
sults on repeated trials. The notion relevant to content analysis is that a mea­
sure is not valuable i f i t can be conducted only once or only by one particular 
person. 

Validity 

Validity is the extent to which a measuring procedure represents the in­
tended, and only the intended, concept. I n thinking about validity, we ask the 
question, "Are we measuring what we want to measure?" 
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Accuracy 

Accuracy is the extent to which a measuring procedure is free of bias 
(nonrandom error). 

Precision 

Precision is the fineness o f distinction made between categories or levels 
of a measure. For example, measuring a character's age i n years is more precise 
than measuring i n decades. Precision is generally a good thing, but extreme 
precision may be counterproductive. That is, measuring age i n days is techni­
cally more precise than measuring i n years but is likely to be too tedious and er­
ror prone to be useful. (Could you report your own age i n days?) 

H o w the Standards Interrelate 

I n a general sense, validity is the standard o f having a " g o o d " measure­
ment. Validity may be seen as encompassing the criteria of reliability, accuracy 
(freedom from bias—nonrandom error), and precision. That is, a measure 
cannot be valid i f i t is not reliable, accurate, and relatively precise. O n the other 
hand, a measure may be reliable, accurate, and precise and still not be valid. 

Figure 6.1 shows a graphical way o f thinking about these several things 
that contribute to validity—reliability, accuracy, and precision. The targets are 
adaptations and extensions o f ideas presented by Babbie (1995), Carmines 
and Zeller (1979), and Fink. 1 Each target shows a model o f attempts to mea­
sure a variable—to hi t the bull's-eye. Each "rifle shot" may be thought o f as an 
attempt to measure the variable for one unit . A shot located far f rom the center 
of the bull's-eye indicates a measurement that is inaccurate, missing the true 
score by a sizeable amount. The caliber of the bullet indicates the measure's 
precision, w i t h a small hole indicating a more precise measure. 

Target A presents what we always hope to achieve—a valid measure, one 
that is reliable (the shots are closely clustered), accurate (the shots are near the 
center of the bull's-eye), and precise (the shots are small enough to show 
fine-grain distinctions). Target B presents good reliability and precision but 
poor accuracy, and the validity is therefore suspect. Target C shows a case of 
good precision but low reliability and mixed accuracy, thus threatening the 
overall validity. Target D displays an instance in which both reliability and ac­
curacy are low, a clearly invalid attempt at measurement. 

Last, Target E shows a one-shot attempt (hence, no reliability assessed) in 
which the measure is ve'ry imprecise. The large-caliber bullet does hit the 
bull's-eye, but i t also takes out much o f the rest o f the target. This undesirable 
outcome is like, for example, measuring age w i t h two categories—under 60 
and over 60. Al though we might be very accurate and reliable i n our effort, the 
measure is too gross. There's very little we could do w i t h such an imprecise 
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Figure 6.1 Comparing Reliability, Accuracy, and Precision 

measure, and the validity is therefore poor. ( D i d we measure what we wanted 
to measure? Probably not . ) 

Types of Validity Assessment 

Beyond assessing the reliability of measures (dealt w i t h i n detail i n Chapter 7) 
and selecting measures that are as precise as is reasonably possible, there are 
several other ways of assessing elements o f validity for a measure. Some o f 
these go beyond simple accuracy and the targets metaphor shown i n Figure 
6 .1 , asking questions such as, " W i l l my shooting be the same on other targets 
as well?" "Is this the right target?" A n d "Does the target cover everything I 
want to hit?" 
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External Validity or Generalizability 

Some raethodologists make a distinction between external and internal 
validity. External validity is also referred to as generalizability, and i t relates to 
whether the results o f a measure can be extrapolated to other settings, times, 
and so on. Internal validity, i n contrast, is what was previously defined i n 
Chapter 5, the match-up o f a conceptual definition and an operational defini­
t ion (measurement). To assess external validity, we may consider the represen­
tativeness o f the sample (whether i t is a random sample o f an identified popula­
t ion ; see Chapter 4 for a discussion o f random sampling), as well as whether 
the content analysis measurement process is true to life (what some call ecologi­
cal validity? for instance, coding films on a large screen probably would be 
more valid than coding from a thumbnail image on a computer screen). A n d 
ful l reportage o f all content analysis procedures—dictionaries, complete 
codebooks, additional protocols for message handling, and so on—is impor­
tant to ensure replicability, the ability of others to repeat the study w i t h a dif­
ferent set o f messages. Replicability is highly desirable, and the existence o f 
successful replications supports the measures' external validity. 3 

Face Validity 

This is the extent to which a measure, " o n the face of things," seems to tap 
the desired concept. This sounds deceptively simple; i n fact, face validity 
checks can be very informative. This requires that the researcher take a step 
back, so to speak, and examine the measures freshly and as objectively as possi­
ble. He or she may also wish to have others review the measures, w i t h no intro­
duction to the purpose o f the study, and have them indicate what they think is 
being measured, a land of back translation from operationalization to concep­
tualization. 

It 's instructive to take a "WYSIWYG" (what you see is what you get) ap­
proach to face validity. I f we say we're measuring verbal aggression, then we 
expect to see measures o f yelling^ insulting, harassing, and the like. We do not 
expect to find measures of lying; although a negative verbal behavior, i t does­
n't seem to fit the "aggression" portion of the concept. ( O f course, this w i l l 
depend on the precise conceptual definition o f verbal aggression.) Or i f we say 
we're measuring "affection," but our measure counts only the key terms, af­
fection, love, fondness, and devotion, i n a text, we w i l l not capture all the nu­
ances o f affection (a content validity issue). 

Criter ion Validity 

This is the extent to which a measure taps an established standard or i m ­
portant behavior that is external to the measure4 (Carmines & Zeiler, 1979; 
Elder, Pavalko, Sc Clipp, 1993). This criterion validity may either be concur-
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rent (the standard or behavior exists at the same time as the measure) or pre­
dictive (the standard or behavior occurs after the measure). 

I n an example of a concurrent criterion validity check, Pershad and Verma 
(1995) used as their standard the clinical diagnoses o f schizophrenia for indi ­
viduals whose open-ended responses to inkblots were content analyzed. I n a 
case of predictive criterion validity assessment, Gottschalk and his colleagues 
provide good examples—their "hope" content analysis scale, applied to verbal 
samples collected f rom individuals, significantly predicted patient fol­
low-through on recommendations to seek psychiatric treatment (Gottschalk, 
1995, p. 121). " H o p e " scores also predicted survival time of cancer patients. 

I n total, Gottschalk and colleagues (Gottschalk, 1995; Gottschalk & 
Bechtel, 1993; Gottschalk & Gleser, 1969) have used four different types of 
criterion measures to validate their measures o f psychological constructs 
through the content analysis of verbal samples: (a) psychological, (b) physio­
logical, (c) pharmacological, and (d) biochemical. For instance, to validate 
their anxiety scale, they looked at the relationship between individuals' scores 
on that scale and (a) their diagnoses by clinical psychologists and (b) their 
blood pressures and skin temperatures at the times their speech samples were 
collected. The researchers conducted experiments (c) administering tranquil­
izers, validating lower anxiety scores for the treatment groups. They also 
found their content analysis anxiety scale to be validated by (d) the presence of 
greater plasma-free fatty acids (established by blood tests) for those w i t h 
higher anxiety scores. I t is important that Gottschalk and Gleser reported 
making revisions as needed in their content analysis scales as the validation 
process evolved. 

Potter and Levine-Donnerstein (1999) draw a distinction between an 
"expert" standard for coding and a "norm/intersubjectivity" standard. 5 A l ­
though using an expert as a criterion validity check may be useful, i t should be 
remembered that according to the definitions and criteria presented i n this 
book, total reliance on expert standard to judge reliability and validity is i n ­
consistent w i t h the goals o f content analysis. (Remember that a content analy­
sis scheme needs to be useable by a wide variety o f coders, not just a few ex­
perts.) The second standard, looking to a norm or an intersubjectively 
agreed-on standard is highly consistent w i t h the notion of reliability, but i t 
does not inform us about other aspects of validity. 

Content Validity 

This type of validity is the extent to which the measure reflects the ful l do­
main o f the concept being measured (Carmines ScZeller, 1979). For example, 
Smith (1999) tried to tap a wide variety o f aspects o f female sex-role stereo­
typing in f i lm characters. She measured 27 characteristics, traits, and behav­
iors that had been identified i n past research as associated primarily wi th 
women (e.g., preparing food and drink, shopping, holding clerical and service-
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oriented occupations, displaying an orientation toward home and family), 
w i t h a goal o f covering all important parts of the construct. 

Construct Validity 

This is the extent to which a measure is related to other measures (con­
structs) in a way consistent with hypotheses derived f rom theory (Carmines 8c 
Zeller, 1979). For example, Gottschalk (1995) has developed a number of his 
psychographic content analytic measures (e.g., depression, hostility) wi th the 
thought always i n mind as to whether the measures relate as they theoretically 
should w i t h other variables. Al l measures that Gottschalk and Bechtel (1993) 
have attempted wi th content analysis were first "thoroughly defined," and 
then a "set o f construct-validation studies had to be carried out to ascertain ex­
actly what this verbal behavior analysis procedure was measuring" (Gotts­
chalk, 1995, p. 9) . 

Although many scholars cite the need for the establishment o f construct 
validity (e.g., Folger et al., 1984; McAdams 8c Zeldow, 1993), good examples 
of the process are relatively few. I n a content analysis o f the news coverage o f 
U.S. senators' initial campaigns for office, H i l l , Hanna, and Shafqat (1997) 
executed a series of construct validity tests o f their ideology measure that 
found i t to be related as predicted to national, regional, and state partisan 
group ideologies and to roll call votes o f the senators. 

Some interesting attempts have been made to validate several human 
interaction coding schemes, including Bales's (1950) interaction process 
analysis system (IFA), Stlles's (1980) taxonomy o f verbal response modes 
( V R M ) , and Fisher's (1970) decision proposal coding system. Poole and 
Folger (1981) tested the validity assumption that a coding scheme should re­
late to the meanings o f the utterances as judged by the interactants, a variation 
on construct validity that they call representational validity. Using regression 
procedures on multidimensional spaces for the coding schemes and for the re­
spondents' space, they found good support for the notion that the IPA dimen­
sions and Fisher's (1970) scheme dimensions relate to the dimensions of judg­
ments by interactants. 6 Conversely, Stiles (1980) found no support for validity 
in his investigation of how dimensions of overall observer ratings of speaker be­
havior relate to dimensions derived f rom IPA and V R M coding. 

For exemplification purposes, there are instances o f better-developed vali­
dation processes among noncontent analytic measures. Two compilation 
books f rom social psychology and communication (Robinson, Shaver, 8c 
Wrightsman, 1991; Rubin, Palmgreen, 8c Sypher, 1994) present excellent 
documentation for dozens of standard self-report measures. (No comparable 
source for content analysis coding schemes exists.) For example, the self-re­
port Student Motivation Scale (p. 343) measures motivational states in stu­
dents via 16 bipolar items. A series of studies have found the measure to be re­
lated to other constructs in predictable ways. For example, Beatty, Behnke, 
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and Froelich (1980) found that students offered extra credit scored higher, 
and that the motivation scale was positively correlated wi th state anxiety 
scores. Beatty and Payne (1985) reported a positive correlation between the 
scale and the length o f students' writ ten responses, and Beatty, Forst, and 
Stewart (1986) a positive correlation between the scale and duration of 
speeches given by the students. The motivation scale has also been found to be 
related to teachers' use of power strategies, teacher immediacy, and certain as­
pects o f student learning (Christophel, 1990; Richmond, 1990). This net­
work o f relationships conforms to the theoretic expectations for the measure, 
thus building its construct validity. 

The fu l l process o f validation must be conducted over a series o f studies, 
testing different relationships between the measure i n question and other i n ­
dicators, lanis (1949) bemoaned the fact that so many content analyses seem 
to be unique, not using measures that have been used before. Therefore, as he 
says, w i t h each study, the issue o f validation "begins de novo" (begins anew; 
pp. 74-75). The situation seems to have changed little i n 50 years. 

Operationalization 

Operationalization is'the process o f developing measures. I t 's "the construc­
t ion of actual, concrete measurement techniques" (Babbie, 1995, p. 5)7 For 
content analysis, this means the construction of a coding scheme, which means 
either a set of dictionaries (for text analysis) or a set o f measures i n a codebook 
(for nontext analysis). 

Many of the guidelines for good operationalization i n survey and experi­
mental research apply directly to measurement i n content analysis as well . 
Most of the specific applications o f the guidelines that fol low are particular to 
the construction of measures for human coding. 

I n designing the categories or levels that w i l l be used for a given measure, 
the researcher should t ry to achieve several things: categories or levels that are 
exhaustive and mutually exclusive and an appropriate level o f measurement. 

Categories or Levels T h a t A r e Exhaustive 

There must be an appropriate code for each and every unit coded. This 
means that the categories "other" and "unable to determine" should fre­
quently be included. For example, the fol lowing set o f categories are not ex­
haustive. 

Background for magazine article headline: 

I 

2 

3 

White 

Photograph 

Drawing or painting 
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This measure gives no provision for a solid color background. There also might be 
oriier backgrounds that we can't readily think of—an "other" category is an im­
portant catchall. 

Categories or Levels T h a t A r e Mutually Exclusive 

There should be only owe appropriate code for each and every unit coded. 
I f there is the possibility o f multiple codes, then these ought to be broken 
down into separate measures. For example, the coding o f Web banner ads' 
"primary strategy o f p r o m o t i o n " i n the following manner would result in va­
lidity and reliability problems. 

Primary strategy of promotion 

0 No strategy of promotion 
1 More informational than emotional: There is more factual information of products 

or services than appeals to feelings in advertisement. 
2 More emotional than informational: There is more content appealing to emotions 

than factual information in advertisement. 
3 Product shown: The product or service is shown in advertisement to demonstrate its 

quality and utility. 
4 Problem solving: The advertisement poses a problem that couid be solved through 

using the product or accepting the service. 
5 Image advertising: The advertisement is designed to enhance prestige of the product 

or service without giving concrete details about the product or service. 
6 Product comparison: The advertisement compares, implicitly or explicitly, the 

advertised brand with at least one other competing product or service. 

The categories are not mutually exclusive; one banner ad may easily be coded as 
having more than one of the features listed. A more appropriate way to measure 
these features would be as separate indicators, indeed, separate variables. This 
checklist approach to coded variables can be useful in many situations.8 

Informational or emotional appeal 

1 More informational than emotional: There is more factual information of products 
or services than appeals to feelings in advertisement. 

2 More emotional than informational: There is more content appealing to emotions 
than factual information in advertisement. 

3 Unable to determine. 
Product display •' 

1 Product shown: The product or service is shown in advertisement to demonstrate 
its quality and utility. 

0 Product is not shown. 
Problem-solving approach 

1 Problem solving: The advertisement poses a problem that could be solved through 
using the product or accepting the service. 

0 No problem-solving approach is used. 
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Image advertising 

1 Image advertising: The advertisement is designed to enhance prestige of the 
product or service without giving concrete details about the product or service. 

0 Image advertising is not used. 
Product comparison 

1 Product comparison: the advertisement compares, implicitly or explicitly, the 
advertised brand with at least one other competing product or service. 

0 Product comparison is not used. 

A n Appropriate Level o f Measurement 

Each variable should be measured w i t h categories that are at the highest 
level o f measurement possible, given the goals o f the measure. Stevens (1951) 
presents the now-classic four levels of measurement, i n order o f increasing so­
phistication. 

1 . The least sophisticated or lowest level of measurement is called nominal. A 
nominal scale consists o f a set of categories that are distinct from one an­
other. The use of numbers is for labeling only—words or letters would 
work just as well. The order of the categories is arbitrary, and reordering 
the categories makes no difference in the meaning o f the scale. Box 6.1 
shows an example o f a codebook for human-coded content analysis of film 
or television characters. This codebook includes a number of examples of 
nominal measures, such as those for gender, sexual preference, accent, 
marital status, religious affiliation, hair color, baldness, and facial hair. Box 
6.2 shows an example o f the coding form that matches the codebook. 
There's more about that later i n the chapter. 

2. A n ordinal scale consists of a set of categories that are rank ordered on 
some continuum. The use of numbers is for maintaining the proper order­
ing, but the numbers do not signify equal intervals between the groups. 
The numbers cannot be used as numbers in an ordinary sense—we cannot 
perform arithmetic manipulations on them. For example, the "social age" 
variable in the sample codebook in Box 6.1 is measured at the ordinal 
level. Those characters coded as "5, elderly" are assumed to be older than 
characters coded as "4 , mature adult," who are assumed to be older than 
characters coded as "3 , young adult," and so forth. But we cannot say that 
the difference between "3,young adult" and "4, mature adult" is the same 
as the difference between "4 , mature adult" and "5, elderly." Nor do we 
assume a consistent difference between characters coded " 3 " and those 
coded "4" : Two characters thought by a coder to be about 20 and 64 years 
of age would be coded " 3 " and " 4 " respectively. So would two characters 
evaluated to be about 39 and 40 years o f age. So the intervals between the 
categories are not equal. Last, we should not calculate an average social 
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Box 6 .1 Sample Codebook 

Character Demographics Analysis 

Unit of Data Collection: Each individual personality or character who (a) speaks, or (b) per­
forms actions important to the story, or (c) is the subject of a significant amount of conversation. 

Episode ID: Fill in the episode's ID number, as indicated on the episode ID list. 

Coder ID: Indicate the number of the individual who coded that sheet, according to the coder ID 
list. 

Character Name and Description: Give a brief but discriminating description of each coded 
character (e.g., "middle-aged man in a shiny blue suit") and his or her name if given. 

Character ID: Give each character a unique 4-digit number, beginning with 0001 and proceed­
ing upward without duplication across all episodes. If a character appears in more than one epi­
sode, code him or her each time, but use the same ID number. It is important that these numbers 
are accurate and nonduplicative. 

Role: Indicate whether the character plays a minor, medium, or major part of the episode. 
1. Minor: I f in an episode a character has 10 or fewer lines {complete sentences or phrases that 

are part of a dialogue), the character's role will be deemed minor. 
2. Medium: If a character speaks more than 10 Ones in an episode but is featured (appears, is 

talked about, or both) in less than 50% of the episode's content, the character's role will be 
deemed medium. 

3. Major: If in an episode a character is featured in 50% or more of an episode's content, the 
character's role will be deemed major. 

9. Unable to determine 

Social Age: Estimate the stage at which the character operates in his or her interactions with 
others. 
1. Child: The individual behaves and speaks as one who is 12 years of age or younger. 
2. Adolescent: The individual behaves and speaks as one who is 13 to 19 years of age. 
3. Young adult: The individual behaves and speaks as one who is 20 to 39 years of age. 
4. Mature adult: The individual behaves and speaks as one who is 40 to 64 years of age. 
5. Elderly: The individual behaves and speaks as one who is 65 or older. 
9. Unable to determine 

Chronological Age: Report or estimate the character's chronological age in years (if less than 1 
year, code as 0). Indicate below this whether the figure given was explicitly stated in the program 
or estimated by the coder (1 = explicitly stated, 2 = estimated by coder; if unable to determine, 
leave blank). 

Socioeconomic Status (SES): Report or estimate the character's SES. 
1. Upper or upper middle class: An individual who is well-to-do or moderateiy well-to-do; this 

individual typically is independendy wealthy or has a high-level job and is not dependent on 
his or her weekly or monthly income to live. 

2. Middle class: An individual who works for a living, has all the necessities and some luxuries, 
but is dependent on working for his or her livelihood. 

3. Working class or lower class: An individual who does not have the necessities of life or just 
barely has the necessities and no luxuries. He or she may be unemployed or on public assis­
tance. 

9. Unable to determine 

(continued) 
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Box 6 .1 Continued 

Gender: Report the gender of the character. 
1. Male 
2. Female 
9. Unable to determine 

Sexual Preference: Report the primary sexual preference of the character, if this is discernabie. 
Indicate whether this was directly stated in the program or estimated by you (1 = explicitly 
stated, 2 = estimated). 
1. Heterosexual: An individual whose primary sexual preference is for members of the opposite 

gender. If a character is married and does not express homosexual orientations, code as 
heterosexual. 

2. Homosexual: An individual whose primary sexua! preference is for members of the same 
gender. 

3. Bisexual: An individual whose sexual orientation includes a desire for members of both 
genders. 

9. Unable to determine 

Accent: Report the character's primary mode of speech: 
1. U.S. Northern (standard) 
2. U.S. Southern 
3. U.S. Southwestern (e.g., cowboys) 
4. U.S. Eastern (e.g., Boston, New York) 
6, Non-U.S. accent ' 
8. Other (specify) 
9. Unable to determine 

Marital Status: Indicate the character's present marital status. A wedding ring may be used as evi­
dence in coder estimation, except in the case of Roman Catholic priests and nuns. Again, indi­
cate whether the character's marital status was explicitly stated in the program or estimated by 
the coder (1 = explicidy stated, 2 = estimated by coder). 
10. Married, no other information 31. Single, never married 
11. Married, first time 32. Single, divorced 
12. Remarried after divorce 33. Single, widowed 
13. Remarried after widowhood 77. Engaged 
20. Separated 88. Other (specify) 
30. Single, no other information 99. Unable to determine 

Religious Affiliation: Code the character's religious affiliation (if any) and whether it was explic­
itly stated in the program or estimated by the coder (1 = explicidy stated, 2 « estimated by 
coder). 

1. A member of a specific organized religion 
2. Belongs to organized religion but unspecified 
3. Definitely does not belong to an organized religion 
4. Unable to determine 

age, using the ordinal l - to-5 scale, given that an ordinal measure does not 
support such arithmetic operations. I n addition to social age, the sample 
codebook contains several other ordinal scale measures: role, socioeco­
nomic status, height, weight, and use of glasses. 
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Hair Color: Indicate what color hair the character has at the present time. 
10. White 60. Brown 
20. Gray 61. Brown-gray mix 
30. Blonde 70. Black 
31. Blonde-gray mix 71. Black-gray mix 
40. Blonde (obviously bleached) 80. Completely bald 
50. Red 99. Unable to determine 
51. Red-gray mix 

Baldness: Indicate to what degree the male characters are bald at the present time. 
0. Not bald (full head of hair) 
1. Receding hair line 
2. Bald spot 
3. Fringe hair only 
4. Totally bald 
8. Femaie character 
9. Unable to determine 

Facial Hair: Indicate whether the male characters have facial hair (mustache, beard, or both) at 
the present time. 
0. No mustache or beard 
1. Mustache only 
2. Beard only 
3. Mustache and beard 
9. Unable to determine 

Height: Indicate whether the character is tall, of medium height, or short for his or her gender. 
This designation would be determined by the following heights: For males: tall = 6' 0" or more, 
medium - 5' 8" to 5' 11",short = 5' 7" or less; For females: tall = 5' 8"ormore,medium = 5' 4" to 
5' 7", Short » 5' 3" or less. 
1. Short 
2. Medium 
3. Tail 
9. Unable to determine (including children) 

Weight: Indicate whether the character is heavy, of medium build, or thin for his or her height and 
gender. 
1. Thin 
2. Medium 
3. Heavy 
9. Unable to determine 

Glasses: Indicate whether the character is shown wearing glasses all the time, some of the time 
(e.g., for reading only), or never. This does not include sunglasses. 
0. Never wears glasses 
1. Wears glasses intermittently 
2. Wears glasses at all times 
9. Unable to determine ( 

3. A n interval scale consists of categories or levels represented by numbers 
that are quantitative or numeric in the ordinary sense. I t differs from an 
ordinary use o f numbers only i n that its zero point is arbitrary (zero does 
not correspond to a total lack of the concept being measured). The dis-
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Box 6.2 Sample Coding Form 

Character Demographics Analysis 

Eüisode ID Coder ID .. _.. . . 

Character Name and Description 
Character ID 
Roie 
Social Age 
Chronological Age 
Determination for Chronological Age 
SES 
Gender 
Sexual Preference 
Détermination for Sexual Preference 
Accent 
Marital Status 
Determination for Marital Status 
Religious Affiliation 
Determination for Religious Affiliation 
Hair Color 
Baldness 
Facial Hair 
Height 
Weight 
Glasses 

tances between the categories (i.e., numbers) are known and typically 
equal. Purely interval scales are relatively rare. The classic example is the 
temperature scale o f degrees Fahrenheit (Stevens, 1951). Zero is arbitrary, 
not corresponding to a complete "lack of heat," and indeed, below-zero 
measurements are possible. Yet the distance between, say, 50° F and 55° F 
is the same as the difference between 60° F and 65° F. A n d an average tem­
perature may be calculated. However, because of the lack of a so-called 
true or meaningful zero point, two Fahrenheit temperatures may not be 
expressed as a ratio; for instance, 70° F is woi-twice as warm as 35° F. None 
of the measurements in the Character Demographics codebook (Box 6.1) 
are interval, and this is typical i n content analysis. There seems to be no ad­
vantage to creating an interval measure when a ratio measure is possible.9 
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4. The most sophisticated or highest level of measurement is called ratio, A 
ratio scale consists of categories or levels represented by numbers that are 
quantitative or numeric in the ordinary sense, including a true or mean­
ingful zero point. The differences between the numbers are known and 
typically equal, and two values on the scale may be expressed as a ratio. For 
example, one measure from the sample codebook in Box 6.1 is con­
structed to be ratio: chronological age. There is a true zero (a newborn 
baby), we may calculate an average age in years, and ratios are possible 
(such as a 70-year-old who is twice as old as a 35-year-old). 

The typical application of dictionaries results i n ratio measurement. Using 
the Dict ion program, a text may obtain a tenacity score ranging from zero ( i f 
no tenacity dictionary words are counted) to a high numeric score (e.g., 55, i f 
many tenacity words are counted). 

Novice researchers often make the mistake o f believing that the level o f 
measurement is attached to the variable, rather than to a particular measure o f 
a variable. This is not the case. A given variable may be measured at different 
levels. Notice that i n the sample codebook in Box 6 . 1 , character age is mea­
sured i n two ways—one at the ratio level ("estimate the character's chronolog­
ical age i n years") and one at the ordinal level ( 1 « child, 2 = adolescent, 3 « 
young adult, 4 = mature adult, 5 = elderly). 

A n alternative to Stevens's (1951) four levels o f measurement that helps 
the researcher clarify his or her goals is offered by Fink (Edward L . Fink, per­
sonal communication, March 26,1999) . His "counts and amounts" approach 
has the researcher identify, for each variable, whether the goal is to counthow 
many cases or units occur i n each category or to identify a level or amount of a 
concept w i t h the measure. A single measure may provide the raw materials for 
category counts, overall amounts, or both. For example, the measure o f gen­
der i n the sample codebook i n Box 6.1 (1 = male, 2 = female, 3 ~ unable to de­
termine) can provide a count for each o f the three categories (e.g., 27 males, 
42 females, 5 cases that cannot be determined). The measure o f chronological 
age can provide counts (e.g., three characters are 42 years o f age), but this is 
unlikely to be very useful. Rather, this measure is likely to provide an amount 
(e.g., average age = 38 years), which might be broken down by another vari­
able (e.g., by gender: average age for females = 28 years, average age for males 
= 43 years). 

C o m p u t e r C o d i n g 

Much effort has been expended developing automatic computer schemes that 
measure both manifest and latent variables (e.g., Stone et al. , 1966). Sections 
to follow w i l l examine the state of the art for such computer text analysis, 
which has become so common that it's rare to find a text content analysis today 
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that does not use computer analysis. The typical computer coding analysis is 
l imited to text only; conversely, the typical human-coding scheme looks be­
yond text analysis. Usually, when human coders are asked to engage i n text 
analysis, it's as part o f a larger study of static or moving images (e.g., 
Michelson, 1996) or a study that uses computer text analysis for some mea­
sures and supplements them w i t h human coding for content that is more la­
tent (Franke, 2000). 

There are several indispensable volumes that have been wri t ten about par­
ticular applications o f computer text content analysis ( C A T A ) : Roberts's 
(1997b) broad-based, edited volume is probably the best starting point . 
Weber (1990) is useful for the basics of text analysis i n general and for a histori­
cal perspective. West's ( in press) forthcoming book of readings promises to be 
an invaluable source for computer text content analysis issues and examples. 
W i t h i n that volume, Linderman ( in press) provides a clear comparison be­
tween human coding and computer coding. Gottschalk (1995) , Smith 
(1992), and Markel (1998) are standards for psychological and psychiatric ap­
plications o f computer text content analysis. 

As detailed in Chapter 4, automatic computer coding o f nontext message 
features is relatively undeveloped. The state of the art consists primarily o f sys­
tems that assist i n accessing, storing, retrieving, unit izing, manipulating, an­
notating, and otherwise preparing the visual content for coding. The future 
possibilities are limitless, but for now, true automatic systems are very l imited 
i n scope and usefulness. A t the forefront i n the development o f automatic sys­
tems is Wil l iam Evans's initiative at Georgia State University. He is attempting 
to harness existent tools for the manipulation and organizing o f content (as 
described in Chapter 4; e.g., Virage's VideoLogger, O C R technologies) in 
ways that w i l l make content analysis of the moving image as automatic as the 
content analysis o f text. The title o f his recent work articulates his goal: 
"Teaching Computers to Watch Television" (Evans, 2000). 

One exceptional use o f computer coding to assess nontext content is 
Simonton's (1980a, 1980b, 1984,1987,1994) computer content analyses of 
musical melodies. Al though only the broader definitions o f communication 
(e.g., Watzlawkk et al., 1967) would consider the melodic structure o f music 
to be message content, there's much to be learned from Simonton's system­
atic, over-time construction o f musical dictionaries of melody variations, tran­
sitions, keys, instrumentations, and motifs. One important lesson is that cod­
ing musk is like coding i n another language; one must first learn the language 
before one is able to construct a valid coding scheme. Another is the patience 
and tenacity required to develop and test a valid and valuable set o f dictionaries 
over a period o f years. 

Dictionaries for Text Analysis 

A dictionary is a set o f words, phrases, parts o f speech, or other 
word-based indicators (e.g., word length, number o f syllables) that is used as 
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the basis for a search of texts. Usually, a number of dictionaries are used in a 
single study, each serving as a measure of a different concept. For example, 
Hart's Dict ion 5.0 dictionaries measure such variables as rapport, aggression, 
and embellishment. There are a number of types of dictionaries that may be se­
lected. 

Custom Dictionaries 

Dictionaries constructed by the researcher are called custom dictionaries, 
as I've mentioned. Following the guidelines of Chapter 5, variables may be se­
lected from theory, past research, researcher immersion i n the message pool , 
and so on. For example, I have used up to 157 different custom w o r d sets (dic­
tionaries) for a single computer content analysis using the computer program 
VBPro. By using a large number o f narrowly defined dictionaries (e.g., "news­
paper" and its synonyms; "television" and its synonyms), the researcher has 
the option o f creating a variety o f flexible index combinations o f the dictionar­
ies. For instance, the "newspaper" and "television" dictionary measures might 
both contribute to an additive index of "mass media." 

Standard Dictionaries 

Standard dictionaries and protocols, often developed by the author(s) of 
the computer program being used, range from simple readability indicators 
(e.g., Danielson, Lasorsa, & I m , 1992) to complex dictionaries intended to 
measure very latent, unobservable constructs (e.g., an affiliation motive or an 
uncertainty orientation; Smith, 1992). 

Basic readability was perhaps the first standard mode o f measurement for 
text, originating before computer text analysis.10 A number o f readability i n ­
dexes have been developed, all intending to measure the complexity of the 
wri t ing style (a form measure), often reported as the level o f education needed 
to read the text. Even basic word-processing software, such as Microsoft 
Word, includes a readability analysis. Danielson et al. (1992) used a computer 
version of the Flesch Reading Ease Score to compare readability of novels and 
print news stories over a 100-year period. A typical readability measure, the 
Flesch includes both average sentence length (a syntactic measure) and aver­
age w o r d length (a semantic measure). Danielson et al. found a clear diver­
gence i n the trends for readability of novels and news—novels have become 
easier to read, whereas news has become harder to read (due primarily to the 
use o f longer words). 

Other standard dictionaries attempt to measure more specific concepts. 
The earliest, and perhaps most eclectic, collection of standard dictionaries for 
computer text analysis.was the original General Inquirer (see Chapter 3). As 
described elsewhere, there is a rich tradition of using text content analysis o f 
speech and wr i t ing samples to measure psychological traits and states via stan­
dard dictionaries and protocols (Gottschalk, 1995; Pennebaker & Francis, 

cardo
Marcador de texto



128 THE CONTENT ANALYSIS GUIDEBOOK 

Box 6.3 The Evolution o f a Dictionary Set 

Political Speech Indexing 

Rod Hart's perspective on his Diction (Hart, 1997; 2000b) computer text program is 
a good framework from which to view all uses of computer content analysis: 

[Diction] is no listener . . . but merely a quick-witted hearer, one who gathers and 
codifies political sayings but who is without the conceptual apparatus necessary to 
translate iteration into ideation, hearing into listening. This hearer . . . is thus no 
better a scholar than the team of scholars it joins, but, equally, it allows that team to 
hear political sounds that could not have been heard without its assistance. (Hart, 
1985, pp. 97-98) 

Beginning around 1980, Hart took on the task of "teaching" the computer to "hear" 
the aspects of political speech in which he was interested. He devised dictionary word 
lists for four main features of language he deemed highly relevant to the study of political 
discourse: certainty, realism, activity, and optimism. His dictionaries were an amalgam of 
previous word lists, drawing on critical perspectives and political philosophy as well as his 
own expertise. 

Each of the four was constituted of a number of subscale dictionaries (e.g., optimism 
= praise + satisfaction + inspiration - adversity - negation). All told, the 27 subscales 
encompassed about 3,000 search words. Over the years, the subscale dictionaries 
evolved—some were dropped, others were combined, some were expanded, and one 
main dictionary was added (commonality). Today, the collection stands at more than 40 
dictionaries and over 10,000 search words. 

One important feature of Hart's efforts has been to establish so-called normal ranges 
of scores on all of the main dictionaries and subscales. For many years, these ranges were 
based solely on a large collection of political texts. In Diction 5.0, normal ranges are 
provided for a wider array of text types, including poetry, advertising, and TV scripts. 
(However, the collection of texts on which these so-called normal ranges are based does 
not appear to be randomly selected from identified populations. Thus, comparisons with 
these bases should be made cautiously.) 

Hart's prepared dictionaries do not exclude the possibility of custom dictionaries. In 
their study of the 1996 presidential debates, Hart and larvis (1997) supplemented 
Diction's standard dictionaries with six custom dictionaries: patriotic terms, party 
references, voter references, leader references, religious terms, and irreligious terms. 

1999; Smith, 1992). And Box 6.3 details the history o f the development o f 
Diction's 40-plus dictionaries devised over a 20-year period to measure key 
characteristics o f political speech (Har t , 1997). 

Work i n linguistics (e.g., Li tkowski , 1992; Pennebaker 8c Francis, 1999) 
uses dictionaries based on lexical categorization of words. For example, the 
Linguistic Inquiry and Word Count ( L I W C ) program uses dictionaries total­
ing 2,290 words and word stems to count words representing a variety o f l i n -
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guistic dimensions (e.g., prepositions, articles) and relativity (references to 
time, space, and motion) . The program also taps a variety of psychological 
processes (e.g., affective processes, such as anger; cognitive processes, such as 
inhibi t ion ; sensory and perceptual processes, such as hearing; and social pro­
cesses, such as family) and personal concerns (e.g., religion, sexuality). A n ­
other linguistic and psychological analysis tool is the Minnesota Contextual 
Content Analysis ( M C C A ) protocol. I t places each o f 11,000 words into one 
o f 116 categories, ranging from pronoun use (e.g., " I/me ? ' ) taaffect (e.g., 
"negatives") to semantic usage (e.g., "strive nouns") . I t counts the words in 
each category and compares the frequency profile against that o f general Eng­
lish language usage ("Principles and procedures o f category development," 
2000, p. 3). I t includes a disambiguation procedure for assigning a single cate­
gory when a word falls into more than one. 1 1 

One caution about using standard dictionaries is the issue of "black box" 
measurement. Many computer analysis programs do not reveal the precise na­
ture o f their measures or how they construct their scales and indexes. The re­
searcher enters his or her text into a veritable black box f rom which output 
emerges. This mystery analysis is typically due to the proprietary nature of the 
commercially available programs (e.g., Gottschalk & Eechtel, 1993; Hart 
1997). The Dict ion program is a bit more forthcoming than most i n providing 
word lists for its dictionaries, but the documentation still does not reveal the 
algorithms by which the dictionary words are combined for each score. It 's the 
position of this book that the user should be fully informed as to the substance 
of dictionaries and how they might be combined. 

The user should be cautious about using standard dictionaries simply be­
cause they are there. It 's a very attractive proposition to simply sit back and let 
the program do its work, w i t h handy prewritten dictionaries. The problem is, 
these handy dictionaries may have nothing to do w i t h the variables the re­
searcher hopes to measure. The researcher should keep i n m i n d the fact that he 
or she can always construct custom dictionaries that meet his or her precise 
needs. 

Dictionaries Emergent From the Data 

This approach to dictionary construction is to base the lists on actual word 
frequencies from the message sample. Por example, Miller , Andsager, and 
Riechert (1998) conducted a computer text analysis o f news releases and elite 
newspaper coverage concerning the 1996 Republican presidential primary. 
They selected for further' analyses only those words that appeared high on a 
frequencies list output from the VBPro program. 1 2 

Other Word-Based, Nondictionary Outcomes 

Some program applications create output that, although based on word 
occurrences and co-occurrences, does not use dictionaries i n the typical sense. 
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For example, the VBPro program goes beyond dictionary counting to map 
concepts i n multidimensional space, based o n their co-occurrence. 

The program CATPAC (see Resource 3) is designed to conduct semantic 
network analysis. Tradidonai network analysis is a method of connecting 
nodes (people or groups) on the basis o f communication patterns measured by 
surveys; semantic network analysis is a method of connecting frequently oc­
curring words based on their co-occurrence. Based also on the principles o f 
neural network analysis (modeling the connections within the human brain), 
CATPAC identifies the most frequently occurring words in a text, ignoring 
standard and custom "stop words," such as simple articles like "a," " the , " and 
" a n d . " Based on co-occurrences of the frequently occurring words, the pro­
gram conducts a cluster analysis to produce a dendogram, output that graphi­
cally shows the levels of co-occurrence. Like VBPro, i t also conducts a mult id i ­
mensional scaling analysis (MDS) of the co-occurrence matrix (and presents 
the map i n color and 3 -D, i f you have the glasses). 

S e l e c t i o n o f a C o m p u t e r T e x t C o n t e n t A n a l y s i s P r o g r a m 

The options for computer text content analysis have exploded in the past 10 
years. There are now no/ewer than two dozen programs, w i t h additions and 
revisions appearing regularly. For that reason, the reader should consult The 
Content Analysis Guidebook Online for updates. 

VBPro is a featured computer text content analysis program for this book. 
I t is simple and straightforward, appropriate to many content analysis tasks, is 
a good choice for the novice analyst, and is available as zfree download. Re­
source 3 presents a brief how-to introduction for VBPro, f r o m preparation o f 
the text (e.g., deleting reserved characters and saving as ASCI I ) , through dic­
tionary construction, to data outcomes suitable for further analysis using such 
programs as SPSS (Statistical Package for the Social Sciences). The Content 
Analysis Guidebook Online provides links and additional materials relevant to 
this versatile do-it-yourself program. 

A very good way o f helping assess whether a program is useful for a partic­
ular purpose is t o collect a few examples o f available publications or Web site 
reports that detail research projects that have used the program. The Content 
Analysis Guidebook Online contains l imited bibliographies for each program 
that can help in this task. 

Resource 3 provides a chart comparing many o f the most used and most 
useful computer programs designed for the content analysis o f text. The head­
ers for this chart are good bases on which to compare features: 

N u m b e r of Cases or U n i t s Analyzed 

Some programs are designed to process only one text uni t at a time, a very 
tedious process for large-scale projects. Others w i l l batch the texts and analyze 
each in t u r n , providing separate per-unit data f rom one r u n . 
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Frequency Output 

The most basic quantitative output available from the programs is a word 
count, reporting the frequency of each w o r d occurring in a text or a set of 
texts. Most often, words are also sorted in order of descending frequency. Of­
ten, a type/token ratio is reported, indicating the number o f unique words di ­
vided by the total number o f words. 

Alphabetical Output 

Those programs that provide by-word frequency counts also tend to pro­
vide an alphabetized list o f all words in the text or set of texts. 

M u l t i p l e - U n i t Data File O u t p u t 1 3 

Some programs analyze a series of message units, creating one data line 
per unit (with as many entries as there are dictionaries) and providing a fu l l 
multiple-unit data file wi th as many lines as there are units i n the data set. Many 
of the programs that analyze only one unit at a time do not concatenate the 
output i n this way, leaving the researcher w i t h a bunch o f separate output files. 

K W I C or Concordance 

K W I C stands for "key word i n context." A concordance is essentially the 
same thing , indicating the searching and identification of all cases of a word or 
phrase, shown in context. A K W I C output displays the contexts of the located 
strings. For example, a K W I C search o f Charles Dickens's novel David 
Copperfield for the word "tears" would include the following: 

. . . I had never before seen Agnes cry. I had seen tears i n her eyes . . . 

. . . Again she repressed the tears that had begun to flow . . . 

Each K W I C or concordance gives us a better understanding of the use of the 
search term than would be granted by a raw dictionary count. A n d notice that a 
dictionary count would fail to indicate that the second instance of "tears" is one in 
which die character did not cry. But KWIC or concordance output is more quali­
tative than content analysis and does not provide the by-unit data or summaries 
that are expected of a quantitative technique. 

Standard Dictionaries 

As noted earlier, sets o f search terms may be provided within the program. 
The output consists of a, numeric score on each unit for each dictionary. 

C u s t o m Dictionaries 

Most, but not all, programs allow the user to create their own dictionaries. 
The output consists of a numeric score on each unit for each dictionary. 
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Specialty Analyses 

Some programs provide features not readily categorized, such as VBPro's 
provision o f " V B M a p , " a routine that uses co-occurrence matrices o f concepts 
(dictionaries) t o place concepts i n a multidimensional space. Concepts that 
co-occur frequently are close together i n the space, whereas concepts that 
rarely co-occur i n message units are far apart (Miller , 2000). Other specialty 
analyses include the clustering and mapping provided by CATPAC and the 
comparative data provided by Dict ion . 

Human Coding 

A l l measures for human content analysis coding need to be fully explicated i n a 
document called a codebook. The codebook corresponds to a coding form, 
which provides spaces appropriate for recording the codes for all variables 
measured. Together, the codebook and coding form should stand alone as a 
protocol for content analyzing messages. As described earlier, Boxes 6.1 and 
6.2 contain simple examples of a paired codebook and coding form for mea­
suring demographic and descriptive information about characters appearing 
i n moving image media. 

Codebooks a n d C o d i n g F o r m s 

The goal i n creating codebooks and coding forms is to make the set so 
complete and unambiguous as to almost eliminate the individual differences 
among coders. The construction o f an original codebook is a rather involved 
process, w i t h repeated revisions r ight up unt i l the moment when coding be­
gins. Even the most mundane details need to be spelled out. A l l instructions 
should be written out carefully and fully. There should be instructions on what 
is a codable unit (see the codebook example i n Box 6.1 ) , and any other instruc­
tions on the coding protocol (e.g., "View the commercial a secondûmc to code 
characters wi th in the spot.") . 

The researcher has some choice on the distribution o f measurement de­
tails between the codebook and the coding form. Some choose to put many i n ­
structions and details i n the coding form, leaving litt le additional information 
to be contained i n the accompanying codebook. Naccarato and Neuendorf 
(1998) went this route, and i t resulted in a 12-page coding form, which was a 
bit unwieldy. The Naccarato and Neuendorf materials are available for inspec­
t ion at The Content Analysis Guidebook Online. 

The more common choice is to include lots o f detail in the codebook and 
to leave the coding form looking like an empty shell, merely a convenient re-
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pository for numeric information. Lombard et ai. (1996) have chosen this 
tack, as may be seen i n their materials on the book's Web site. Also, the sample 
codebook and coding form displayed i n Boxes 6.1 and 6.2 follow this model. 
Note how the coding form uses shorthand version for variable names and is 
rather meaningless without the codebook. 

Coder T r a i n i n g 

Three words describe good coder preparation: Train, train, and train. As 
part of the training process, the researcher may need to revise the codebook re­
peatedly unti l researcher and coders are ail comfortable w i t h the coding 
scheme. Practice coding, called pilot coding, can inform the researchers as to 
the reliability and overall viability o f the coding scheme. Then, revisions may 
be made before final coding commences. 

Coding decisions should be made from information available i n the coded 
message only. For example, when coding behaviors exhibited on television 
soap operas, coders may not use information they might have from being fans 
of a show over a period of years (e.g., a character's divorces, paternity, etc.). A t 
the same time, i t is common practice to allow coders to review the message 
units as often as they need to extract the maximum information from the con­
tent. 

Final coding is to be done by each coder individually; at this stage, i t is not 
a consensus-building process. Consensus is useful only during training, pi lot , 
and revision stages. A l l arguments leading to consensus at these earlier stages 
should be documented in the codebook, to enable future efforts to achieve the 
same level of reliability. Nor is final coding a democratic, majority-rule situa­
t ion. Rather, i t is geared to standardize the coders' techniques. Their coding 
methods need to be calibrated so that they view the content i n the same way, as 
they code independently, wi thout discussion or collaboration. 

Blind coding, i n which coders do not know the purpose o f the study, is de­
sirable, to reduce bias that compromises validity. O f course, the coders clearly 
need to fully understand the variables and their measures, but preferably they 
should not be aware o f the research questions or hypotheses guiding the inves­
tigation. This is to avoid the coder equivalent of what is termed demand char­
acteristic (Orne, 1975): the tendency o f participants i n a study to t ry to give 
the researcher what he or she wants. IColbe and Burnett (1991) argue the value 
o f what they call judge independence, the freedom o f coders to make judg­
ments without input f rom the researcher. Sparkman (1996) used a bl ind coder 
as a check against the primary, informed coder (the principal investigator him­
self). Banerjee, Capozzoji, McSweeney, ScSinha (1999) point out the biasing 
effect of coder knowledge of variables extraneous to the content analysis (e.g., 
being aware of the political party o f political speakers at a convention), and of­
fer techniques o f statistical control for such confounding influences. 
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T h e Processes 

The process of coder training is inextricably linked w i t h the process of 
codebook development, at least for the original development o f a codebook. 

The process may be long and arduous. What follows would be the extreme 
scenario, including ^//possible points for codebook revision, i n the case o f the 
first development o f a coding scheme. 

-> Write codebook, with variable selection following guidelines in Chapter 5 and variable 
measurement following guidelines in this chapter 

•* Coder training, with discussion 
-> Coders practice code together, engaging in consensus-building discussion 

Possible codebook revisions 
~> Coder training on revisions 

-> Coders practice code independently on a number of units representing the 
variety of the population 
-> Coders discuss results of independent practice coding 

Possible codebook revisions 
-> Coder' training on revisions 

-* Coders code pilot subsample for reliability purposes (see Chapter 7) 
"* Researcher checks reliabilities 

•* Possible codebook revisions 
"* Coder training on revisions 
' •* Final, independent coding (including final reliability checks) 

Coder "debriefing," which asks coders to analyze their 
experiences (may be written) 

The coder debriefing process has proved to be a valuable tool for the long-term 
evolution of a coding scheme, providing the researcher with possible changes, ad­
ditions, and deletions based on the experiences of the frondine workers, the cod­
ers (e.g., Capwell, 1997; Smith, 1999). 

M e d i u m Modality a n d C o d i n g 

The medium in which the messages to be analyzed are stored or transmit­
ted can have implications for the human coding process. 

I n general, i t seems to be appropriate to attempt to code in the same mo­
dality i n which the messages are created and received (thus, maximizing eco­
logical validity). So to code popular music, i t makes sense to use an audio play­
back on tape or C D . To code naturally occurring interpersonal interaction, 
high-quality videotape rather than audiotape seems to be the logical choice, 
coming as close to face-to-face as possible. Coding films released after 1952 
should be done on letterboxed versions; the pan-and-scan versions actually 
have an altered editing pace, and entire characters may be missing from 
scenes.14 

Above all, the researcher needs to know the capabilities and limitations o f 
his or her delivery system. He or she should test i t out before even collecting 
the message sample. For example, i f using VHS format videotape, the re-
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searcher w i l l be tempted to use the EP recording option, to save money on 
tapes (EP allows 6 hours of content on a standard V H S 120 tape, whereas SP 
accommodates only 2 hours). However, the EP quality is significantly lower, 
and some playback equipment cannot execute fast scans and freeze-frames in 
EP, functions essential to coding from videotape. 

Some T i p s 

Research reports and articles usually put the best face possible on a con­
tent analysis project and do not report the technical or mundane challenges 
and failures. So, many of the selected tips that follow are culled from my own 
experiences and those of my colleagues and students. They are organized by 
modality. 

Text 

• Human text coding seems to work better w i t h hard copy (Franke, 
2000), especially when some measures are helped by the coders being 
able to mark up the pages. Sometimes, the old ways are best. 

• Many assume that text analysis by computer is intuitive or user-friendly. 
This is not always the case. Some text analysis programs w i l l r u n only on 
certain operating systems. Others have manuals or protocols so compli­
cated that attendance at a training seminar is necessary. Some are pro­
prietary and can be run only by licensed representatives or so intractable 
and mathematically complex that only their authors use them. 

Static Images 

• Analyses o f static images often borrow variables from the practice of 
graphic design (e.g., Hendon, 1973; Holbrook & Lehmann, 1980; 
Reid, Rotfeld, 8c Barnes, 1984;Standen, 1989). Most o f these variables 
are form variables and depend on accurate physical measurements. 

• Any duplication should come as close to the original as possible (e.g., 
using high-quality color photocopies). The original medium should be 
used whenever possible, be i t magazine, newspaper, textbook, or pho­
tograph (Low 8c Sherrard, 1999). 

« I t is difficult to code many historical images i n their original forms. For 
example, ads are sometimes excised from magazines and journals before 
libraries bind them (Michelson, 1996). Some periodicals are available 
only on microfilm or microfiche, often rendering them completely in 
black and white. 

• Computer display may allow zooming i n on small design details for a 
careful examination (e.g., using a graphics program such as Photo-
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Shop). However, some of the beauty of the images is lost when coding 
on computer (e.g., magazine photographs), accurate measurements o f 
image size may be lost, and load time can be a problem for high-quality 
images. 

Audio Messages 

• Few content analysis studies examine audio-only messages. Most often, 
spoken audio messages are transcribed, and text analysis is applied to the 
transcriptions (e.g., LaBarge, Von Dras, & Wingbermuehle, 1998; 
Tunnicliffe &c Reiss, 1999). This process misses the paralanguage 1 5: 
other nonverbals, music, and other accompanying sounds that might 
have implications for how the message is normally received. Even the 
few studies that have used audio as the coding modality generally have 
not measured these additional features o f the audio media (e.g., H u r t z 
& D u r k i n , 1997; Lont , 1990). 

• Studies o f music typically target the lyrics ( L u l l , 1987) and ignore the 
music itself. The exceptions to this rule are the works of musicologists 
(largely qualitative, not what we would call content analysis) and the 
unique work of Simonton (1994; see also Chapter 9) . 

Moving Images 

® The quality of the images is an issue for coding. The current state o f 
video as played back on most computers is o f inferior quality. The stan­
dard V H S tape format is the lowest-quality tape system to be marketed. 
D V D is compressed, and loss of small details and general ambiance may 
not fully reflect the original production. 

• Obviously, the coding of moving images may include the analysis o f 
text, static images, and audio, as well as measures focusing on the image 
movement. W i t h that i n m i n d , the delivery system needs to accommo­
date these possibilities—with monitors large and clear enough to allow 
the reading o f tides, playback allowing a clear and stable freeze-frame 
function, and good audio quality (with individual headsets i f several 
coding stations are in the same room). 

• When using a video system, it's important that the equipment provides 
a real-time counter (or time code). This helps the coder remain orga­
nized and is essential for the measurement of certain dynamic features 
(e.g., editing pace, number o f transitions over a certain period of time). 

• The study o f the scripts o f television or f i lm content should be identified 
as just that. Such an analysis w i l l necessarily miss a great deal o f the con­
tent o f the moving image form. A n d such a study o f scripts should con­
sider carefully what script version(s) to use. Often, the original script is 
quite different f rom the shooting script, which in turn is quite different 
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from the final script and what we hear when listening to the production. 
Many scripts are now available i n Internet archives, but they vary as to 
type. Abstracts of scripts are even farther removed from the original 
moving image content and should be used w i t h caution (Althaus, Edy, 
& Phalen, 2000). 

Multimedia 

• To date, the content analysis coding of multimedia content has bor­
rowed heavily from past work i n all the areas from which multimedia 
draw—text, static images, and moving images. The really significant 
new work has added measures designed to tap the unique nature of the 
Internet, C D - R O M , D V D , and other multimedia—dimensions of 
interactivity (e.g., use o f hypertext, feedback, and scalability; Ghose & 
D o u , 1998). Chapter 9 contains a section highlighting the state of con­
tent analysis research on Internet content. 

« Those coding on the Internet need to be aware o f differences in ma­
chines and browsers. What one coder sees and hears using Netscape may 
be rather different from what another encounters on Explorer. Layout 
may differ, animations may fail to move, and so forth . 

Index Construction in Content Analysis 

Often, more than one measure is used to tap a concept, especially i f that con­
cept is broad; therefore, multiple measures are needed to meet the require­
ment of content validity. When two or more measures are combined mathe­
matically into a single indicator, that indicator is called a scale or index.16 

Indexes are routinely used in text content analysis, and most standard and 
custom dictionaries are, i n essence, indexes. For example, the "tax" custom 
dictionary used by Miller et al-'(1998) includes measures for the following 
words: flat, mortgage, mortgages, overtaxed, tax, taxable, taxation, taxed, 
taxer, taxes, taxing, taxpayer, and taxpayers. The total index is a sum o f the fre­
quencies o f all the individual word counts. 

Standard indexes may be developed for content analysis in the same way 
scales and indexes are established for survey and experimental purposes 
(DeVellis, 1991). This involves a series of data collections, which aids i n the re­
finement of the index over time. 

I n the case o f combined measures from a human coding analysis, the mea­
sures are sometimes adapted f rom self-report indexes designed for survey or 
experiment applications. I n this case, i t is appropriate to examine the internal 
consistency of the group of measures, just as one would do for an index in a 
survey or experiment. This involves using a statistic such as Cronbach's alpha 
to assess how well the individual measures intercorrelate (Carmines 8c Zeller, 
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19.79). For example, Smith (1999) adapted Eysenck's (1990) three dimensions 
o f personality—extraversion-introversion, neuroticism, and psychoticism— 
for her study o f women's images i n American film. Her 15 individual coded 
measures (reduced i n number from the original indexes due to the challenges 
of objective coding) were summed together to create the three indexes, and 
the sets were each examined for intercorrelation, using Cronbach's alpha. 

Perhaps the most problematic issue in index construction for human-
coded content analysis is whether to restrict an index t o individual measures 
meeting a certain level of intercoder reliability. As w i l l be discussed i n Chapter 
7, intercoder reliability assessment is vital to human coding, and variables that 
do not achieve a criterion level are often dropped from subsequent analyses. I n 
the case of an index, is i t enough that the ful l index is reliable across coders, or 
does every individual measure have to meet the criterion? Obviously, those 
wishing to hold content analysis to the highest standard w i l l choose the latter. 
A t present, however, the methodological literature does not address this ques­
t ion. I t is addressed from a reliability standpoint i n the next chapter. 

Notes 

1. This was garnered from my notes from a class lecture given by Edward L. Fink 
in 1977, Department of Communication, Michigan State University, East Lansing. 

2. Some might argue that ecological validity would require that when the con­
tent analysis is motivated by concerns over effects on receivers, that coding be similar to 
"naive" exposure to the content—that all coding of television content be done İn real 
time, without reviewing the material repeatedly and thus discovering nuances of infor­
mation that would not be noticed the first time. There are several problems with this ar­
gument. First, in today's communication environment, most receivers do have control 
over the speed and repetition of their exposure to messages (with videotape, 
CD-ROM, DVD, hypertextuality on the Internet, and even the old-fashioned random 
access of newspaper reading). Second, the content analyst's job seems to be to tap all in­
formation that receivers might have access to; although there doesn't seem to be re­
search on the issue, exercises in my classes have revealed an extraordinary variety in 
what individuals notice the first time they see film content. And of course, things that 
people don't notice may still have an effect on them. To tap all possible receiver experi-, 
ences, it may take considerable repetition and effort by an individual coder. 

3. It's surprising how few reports of human content analysis make the full set of 
coding materials available. Some good examples of reports that do are Lange, Baker, 
and Ball (1969), Gottschatk (1995), and the National Television Violence Study 
(1997). 

4. Janis ( 1949 ) phrased it this way: "The validity of a measuring device is usually 
studied by comparing the results or measures obtained from it with those obtained by 
another device, the validity of which is already established for measuring the same char­
acteristic" (p. 58). 

- 5. Potter and Levine-Donnerstein (1999) also introduce an expansion on the 
manifest-latent content dichotomy, splitting latent into "pattern" and "projective" 
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content. Pattern latent content focuses on patterns in the content itself. Potter and Le-
vine-Donnerstein present the example (from Johnston and White, 1994) of a measure 
of the mode of dress of female political candidates—formal suit, soft feminine suit, 
dress, casual, or a combination. This measure represents pattern content because it re­
quires the coders to consider various combinations of manifest content (i.e., clothing 
items, such as jackets, scarves, pants) and evaluate how formal or feminine the combi­
nations are (Potter and Levine-Donnerstein, 1999, pp. 259-260). Projective latent 
content focuses on coders' interpretations of the meanings of the content. The exam­
ple used (from Signorielli, McLeod, and Healy, 1994) is a five-point measure of attrac­
tiveness for characters on MTV, ranging from very attractive to repulsive or ugly. This 
measure taps projective latent content because it relies on coders' individual mental 
schema.' 

6. The assumption that coding schemes should be validated through an exami­
nation of sources' perceptions of the messages has been called into question by Rogers 
and Millar (1982), who note that under the "pragmatic" approach to communication, 
the researcher is concerned with "how behavior means" rather than "what the per­
former means" (p. 250). 

7. Novice researchers are often confused about the differences among measure­
ment, operationalization, and operational definition (described by Babbie, 1995, p. 116, 
as "a definition that spells out precisely how the concept will be measured"). For most 
intents and purposes, measurement and operational definition mean the same thing. 
Operationalization is simply die process of developing these measurements. Through­
out this book, measurement will be the primary term used. 

8. For a good example of a coding scheme using this approach, see the Brayack 
(1998) materials on The Content Analysis Guidebook Online. 

9. The following would be an example of a hypothetical interval measure: "Indi­
cate the ad's use of color on a 0-to-10 scale, with 0 = minimal color and 10= wide use of 
color." But there seems to be no reason not to construct the measure as ratio, that is, 
with a true zero: "Indicate the ad's use of color on a 0-to~10 scale, with 0 = no color in 
the ad and 10 = wide use of color." 

10. Por a comprehensive review of measures of readability, see Severin and Tan­
kard (1997). 

11. The MCCA computer program is available as part of the DIMAP package, 
which is described in Resource 3 and in The Content Analysis Guidebook Online. 

12. The "further analyses" included a sophisticated process of using the VBMap 
program to place the most frequently occurring words in a multidimensional space 
based on co-occurrence, then submitting the dimensional coordinates of these words 
to SPSS for cluster analysis and using the new cluster-based concept sets for a second 
VBMap analysis. This final analysis resulted in dimensional coordinates that were plot­
ted in 3-D, creating visual representations of the key concept clusters for news releases 
and elite press coverage. 

13. Throughout this chapter and in Resource C, multiple-unit data file output is 
used to designate a frequency output matrix that is case-by-variable in format. I t is a 
data file only in the sense that it is typically a numeric matrix that is further submitted to 
statistical analyses via SPSS or other statistical package. 

14. Wide-screen filmmaking began in the United States in 1953, with 20th Cen­
tury-Fox's release of the CmemaScope epic, The Robe. A variety of wide-screen formats 
exist, and all of their aspect ratios are wider than the 4:3 current U.S. television stan­
dard (e.g., CinemaScope's aspect ratio is 2.35 to 1, width to height). There are two op-



140 THE CONTENT ANALYSIS GUIDEBOOK 

tions for the display of wide-screen movies on a U.S. NTSC TV screen. A letterboxed 
version of a wide-screen film shows the entire original image, with black bands at the 
top and bottom of the TV screen to fill the unused space. A pan-and-scan version crops 
off the sides of the wide image to fit it to the nearly square TV screen and typically pans 
and cuts back and forth across the original wide image to capture the action, thus fun­
damentally changing the editing and mise-en-scene (shot framing) of the film. For ex­
ample, a sequence in Stanley Kramer's Guess Who's Coming to Dinner (1967) shows the 
Katharine Hepburn and Spencer Tracy characters taldng a drive in their car. In the orig­
inal version, a long take allows the viewer to see both characters at the same time during 
their entire meaningful discussion. The pan-and-scan version cuts back and forth be­
tween the two to catch only the speaker so that the listener's reactions are lost. In an­
other example, the character played by comedienne Mary Wickes in The Music Man 
(1962) is virtually eliminated from most of her scenes in the pan-and-scan version, be­
cause her minor character often stands near the edge of the frame. Her priceless come-
dic nonverbal reactions are never seen. 

15. Pamlanguage consists of all the elements of speech that are in addition to the 
words (i.e., oral behaviors that are not verbal). I t includes such nonverbals as speech 
rate, pitch, intonation, and nonfluencies (e.g., "uh . . . " ) . 

16. This book typically uses the term index rather than scale to designate a simple 
composite measure, following the terminology of Babbie (1995). By his definitions, a 
multiple-item scale is a set of measures that vary in intensity, such as Bogardus's (as 
eked in Babbie, p.176) social distance scale ("Are you willing to permit Swedes to live 
in your country?"; "Are you willing to permit Swedes to live in your neighborhood?"; 
"Would you let your child marry a Swede?"). The goal is to locate a respondent's posi­
tion along a continuum of itemsth&t make up the scale. An index is a more general con­
struction (usually additive) of multiple items. An additional reason for the use of index 
over scale is the confusion that sometimes arises with the concept of measurement scale, 
the set of responses or coding categories for one variable. 



C H A P T E R 

R eliability can be defined as the extent to which a measuring procedure 
yields the same results on repeated trials (Carmines & Zeller, 1979). 

When human coders are used in content analysis, this translates to intercoder 
reliability ox the amount o f agreement or correspondence among two or more 
coders. Although the concept o f reliability has been introduced in earlier 
chapters, its ful l discussion warrants an entire chapter. Given that a goal o f con­
tent analysis is to identify and record relatively objective (or at least 
intersubjective) characteristics of messages, reliability is paramount. Without 
the establishment of reliability, content analysis measures are useless. Remem­
ber that without reliability, a measure cannot be considered valid. (However, 
reliability does not ensure validity; i.e., reliability is a necessary but not suffi­
cient condition for validity.) 

The discussion i n this chapter focuses on human coding techniques, wi th 
consideration given to how to achieve high intercoder reliability. The chapter 
presents a variety o f intercoder reliability coefficients, including their formu­
las, and gives attention to the use of multiple human coders, a widely used 
technique that is largely ignored in the current methodology literature. Refer­
ence is made to the computer program PRAM (Program for Reliability Assess­
ment wi th Multiple-Coders) for intercoder reliability coefficients and the Re­
source that documents thé program (see Resource 4) . 

A portion of this chapter deals wi th procedures for the treatment o f vari­
ables that do not achieve acceptable levels of reliability. These range from 
dropping the variables from analysis to integrating noncontent analytic data 
for particularly subjective, audience-centered variables (e.g., type of humor, 
emotional impact o f a message). The chapter also deals w i t h the rare but very 
real possibility o f needing to drop a coder from a study. 

141 
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Intercoder Reliability Standards and Practices 

Achieving an acceptable level o f intercoder reliability is important for two rea­
sons: 

1 . To provide basic validation o f a coding scheme: That is, İt must be es­
tablished that more than one individual can use the coding scheme as a mea­
surement tool , with similar results. Put a different way, it must be confirmed 
that the coding scheme is not l imited to use by only one individual. (That 
w o u l d be more along the lines o f expert analysis and not a true content analy­
sis; Carletta, 1996; Krippendorff, 1980.) As Tinsley and Weiss (1975) note, i t 
İs important to demonstrate that the "obtained ratings are not the idiosyn­
cratic results o f one rater's subjective judgment" (p. 359). This means that 
even i f the principal investigator does all o f the coding, a reliability check w i t h 
a second coder İs needed (Evans, 1996). 

2. For the practical advantage o f using multiple coders: Splitting up the 
coding task allows for more messages to be processed, but the two or more 
coders must be "calibrated" against one another. 

For reason number 1 , at least two coders need to participate i n any hu­
man-coding content analysis. For number 2, we may employ up to 30 or 40 
different individuals (Potter 8c Lévine-Donnerstein, 1999). 

There is growing acknowledgment in the research literature that the es­
tablishment o f intercoder reliability is essential, a necessary criterion for valid 
and useful research when human coding is employed. This has followed a pe­
r i o d during which many researchers were less than rigorous i n their reliability 
assessment. As Perrault and Leigh (1989) noted, the marketing research liter­
ature to date had "no accepted standard for evaluating or reporting the reli­
ability of coded data" (p. 137). I n the consumer behavior research, Kolbe and 
Burnett (1991) found 31 % o f the content analysis articles reported no reliabil­
ity coefficients, and an additional 19% had no discernible method o f calcula­
t ion for reliability. A ful l 36% reported only one so-called overall reliability for 
the study. Reporting on an analysis o f486 content analysis studies published i n 
Journalism and Mass Communication Quarterly f rom 1971 through 1995, 
Riffe and Freitag (1997) found that only 56% of the studies reported İnter¬
coder reliability figures and that most o f these failed to report reliability vari­
able by variable. A n analysis o f200 content analyses in the communication l i t ­
erature by Snyder-Duch, Bracken, and Lombard (2001) found that only 69% 
discussed intercoder reliability, w i t h only 41% reporting reliability for specific 
variables. 

This practice of averaging reliability coefficients across variables is inap­
propriate. I t obviously results i n the obscuring o f low reliabilities that do not 
pass muster. For example, i n a study o f television characters, a variable such as 
"empathetic or not empathetic" w i t h an agreement reliability o f only 20% (ob-

cardo
Marcador de texto

cardo
Marcador de texto

cardo
Marcador de texto

cardo
Marcador de texto



Reliability 143 

viousiy unacceptable) could be averaged w i t h such no-brainer variables as gen­
der, race, age category, and marital status and might easily be hidden in an 
overall average reliability of oyer 8 0%. Reliability coefficients must be reported 
separately for each and every measured variable. 

What constitutes an acceptable level o f intercoder reliability for each vari­
able is open to debate. Unfortunately, common standards are not i n place 
(Krippendorff, 1980; Perrault 8c Leigh, 1989; Popping, 1988; Riffe, Lacy, 8c 
Fico, 1998). Various rules of thumb have been proposed. 

© Most basic textbooks on research methods in the social sciences do not 
offer a specific criterion or cutoff figure, and those that do report a crite­
r ion vary somewhat in their recommendations. Ellis (1994, p. 91) indi­
cates a "widely accepted rule of t h u m b " o f correlation coefficients ex­
ceeding .75 to .80 indicative of high reliability. Frey, Botan, and ICreps 
(2000) declare a 70% agreement to be considered reliable. 

• Popping (1988) proposes a criterion o f .80 or greater for Cohen's 
kappa. 

» The fol lowing criteria have been proposed for Cohen's kappa: .75+ i n ­
dicating excellent agreement beyond chance; .40 to .75, fair to good 
agreement beyond chance; and below .40, poor agreement beyond 
chance (Banerjee et al., 1999). 

o Without specifying the type o f reliability coefficient, Krippendorff 
(1980, p. 147) proposes the guideline o f reporting on variables only i f 
their reliability is above .80, wi th only "highly tentative and cautious 
conclusions" made about variables w i t h reliabilities between .67 and 
.80. 

© Riffe, Lacy, and Fico (1998) endorse a relatively high standard; again, 
without specifying the type of reliability coefficient, they report that 
studies typically report reliabilities " i n the .80 to .90 range" and that 
"research w i t h reliability assessment below .70 becomes hard to inter­
pret and the method of dubious value to replicate" (p. 131). 

It 's clear from a review of the work on reliability that reliability coefficients 
of .90 or greater would be acceptable to all, .80 or greater would be acceptable 
in most situations, and below that, there exists great disagreement. I n general, 
the beyond-chance statistics, such as Scott's pi and Cohen's kappa, are af­
forded a more liberal criterion. 

Tests of statistical significance have occasionally been applied to reliability 
coefficients (e.g., the use of a z-statistic t o test the difference between a kappa 
value and zero; Bartko 8c Carpenter, 1976), 1 but the meaning o f such tests is 
open to debate. There is a difference between inferential statistical significance 
and substantive significance, or meaningfulness, as when a Pearson correlation 
coefficient o f r = . 12, w i t h shared variance between the two sets of scores only 
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about 1 % , is found to be statistically significant. What this indicates is that a 
very small relationship (substantively rather unimportant) may confidently be 
generalized to the population (statistically significant). This problem can be 
shown i n a reliability application wi th Bartko and Carpenter's (p. 311) report 
o f a kappa o f .40 (not acceptable by most rules o f thumb) that is highly statisti­
cally significant. The conclusion is that we may generalize a relatively low reli­
ability to a population. 

I n the absence o f a uniform standard or test of meaningful significance 
(Popping, 1988), the best we can expect at present is ful l and clear reporting o f 
at least one reliability coefficient for each variable measured i n a human-coded 
content analysis. Dixon and Linz (2000) provide a model for such reportage, 
giving reliability coefficients for each o f 14 variables, reported separately for 
each o f five message sources. 

Lombard et al. (1999) have proposed and are i n the process of conducting 
a large-scale examination o f the methodologies and reportage for content 
analyses i n the communication literature. Their analyses wi l l give a quantita­
tive answer to whether reliability reportage has indeed been improving and 
what new standards may be emerging. Following an analysis o f200 communi­
cation content analyses, Snyder-Duch et al. (2001) have put forward a set of 
recommendations, including a standard o f a min imum o f two coders, the cal­
culation o f an appropriate reliability figure for each variable measured, and the 
clear reportage o f the reliability sample size and its relation to the overall 
sample. 

Issues in the Assessment of Reliability 

Before exploring the means of calculating intercoder reliability, a consider­
ation of the main issues inherent in selecting an appropriate process o f reliabil­
ity assessment w i l l be presented. 

Agreement Versus Covariation 

Two main types of reliability assessment can be used. Agreement locks at 
whether or not coders agree as to the precise values assigned to a variable 
across a set o f units—it looks at hits and misses. Covariation assesses whether 
the scores assigned by coders (rating units on an ordinal, interval, or ratio mea­
sure) go up and down together, not necessarily i n precise agreement. I n com­
munication and business research, researchers seem to report agreement w i t h ­
out reporting covariation. I n clinical and other applications i n psychology, the 
tendency has been the opposite, to report covariation without agreement 
(Bartko 8c Carpenter, 1976). The best situation, o f course, would be one in 
which coded scores are shown t o have both high agreement and high 
covariation (Tinsley 8c Weiss, 1975). I n later sections o f this chapter, these two 
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types of reliability assessment wi l l be explained and common coefficients wi l l 
be shown. 

Reliability as a Funct ion of C o d e r a n d U n i t Subsamples 

Although we would like to think of reliability analysis as reflecting the suc­
cess o f the coding scheme, reliability is a function o f two other elements as 
well : the particular units rated and the judges making the ratings. I t is for this 
reason, asTlnsley and Weiss (1975) point out , that it would be inappropriate 
to report a generalized reliability for a variable extracted from other studies. 
The representativeness of the message units and of the coders are important 
considerations. I n a later section, reliability subsample selection and assign­
ment procedures that take this not ion into account are described. 

I f we view a reliability test as a sample representative of all possible tests, 
then i t makes sense to apply inferential techniques to indicate what the true 
population reliability might be. Some researchers have promoted the applica­
tion of the notion of standard errors and confidence intervals to reliability tests 
(Kraemer, 1980; Lacy 8c Riffe, 1996). I n other words, each reliability figure 
may have a confidence interval constructed around i t ; for example, we could 
hypothetically say, "the reliability for number o f verbal nonfiuencies was .92, 
plus or minus .04 at the 95% confidence level." 2 Confidence intervals are rarely 
reported in the business and social science literature at present. Some exam­
ples o f their calculation w i l l be given in an endnote that goes along wi th calcu­
lations i n Boxes 7.2 and 7.3. 

Threats to Reliability 

I n practice, there are several key threats to reliability that should be taken 
into account: 

1 . A poorly executed coding scheme: This could mean a poorly worded set 
of instructions in a codebook, the failure of the researcher to make 
changes in the coding scheme after a pilot test, or both. 

2. Inadequate coder training: As oudined in Chapter 6, coder training typi­
cally involves several sessions and practice codings to establish a good ini­
tial reliability for the pilot test. 

3. Coder fatigue: The coding schedule should be reasonable and not overtax 
the energies of the coders. This refers both to the length of the codebook 
and the number of units to be coded in a given time period. 

4. The presence of a rogue coder: Although rarely encountered, there is al­
ways the possibility of the appearance of a coder who simply cannot—or 
wil l not—be trained to achieve reliability (e.g., Capwell, 1997). The 
coder may have to be removed from the study, but this should be done 
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only after repeated attempts at training and the examination of that 
coder's reliability performance against several other coders across a wide 
variety o f variables (e.g., National Television Violence Study, 1997). 

Reliability for Manifest 
Versus Latent Content 

" W i t h manifest content, the coding task is one o f clerical recording," note 
Potter and Levine-Donnerstein (1999, p. 265). Al though this might be an 
oversimplification, i t does clarify the distinction between coding manifest and 
latent content. Objectivity is a much tougher criterion to achieve w i t h latent 
than w i t h manifest variables, and for this reason, we expect variables measur­
ing latent content to receive generally lower reliability scores. Obviously, this 
indicates a need for greater coder training efforts in instances o f latent-content 
coding. A n d there may exist certain constructs that are problematic because of 
their latency; for example, Box 7.1 discusses the problems inherent i n at­
tempted measurements of the construct "humor . " 

Reliability a n d U n i t i z i n g 

As described i n ̂ Chapter 4, clear agreement on the identification o f 
codable units i n the message pool is of utmost importance. Krippendorff 
(1995) has extended his alpha intercoder reliability coefficient to apply to dif­
ferences i n coders' unit izing of continuous records, such as transcripts and 
video presentations. A t present, the use o f his coefficient i n this way is quite 
unwieldy, but the issue is an important one for future consideration. 

P i l o t a n d F i n a l R e l i a b i l i t i e s 

Reliability should always be assessed at two points i n a content analysis: pilot 
and final. The pilot reliability assessment should be done on a randomly se­
lected subsample of the total sample message pool before the study begins in 
earnest. I f the pi lot test reveals serious problems, then the coding scheme may 
need to be changed. I n that case, the pilot test data should not be included in 
the final data analysis; the pilot subsample message units should be recoded 
wi th the revised scheme. The final reliability assessment should be done on an­
other randomly selected subsample during the ful l data collection, to fairly 
represent the coders' performance throughout the study. These final reliabil­
ity figures are the ones to be reported wi th the study's results. 

Reliability assessment in a pilot study o f the content under investigation is 
essential to the development of a valid, reliable, and useful coding scheme. I t 
addresses all four threats to reliability outlined earlier, by allowing the follow­
ing three diagnostic measures: 
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Box 7.1 Humor, A Problematic Construct 

Partitioning a Construct on the.Basis 
of Reliability-Imposed Constraints 

Humor, so ubiquitous in messages of so many kinds (Zillmann, 1977), can be 
difficult to conceptualize and to operationalize. It's a popular construct for students 
trying to content analyze messages; their typical " I know it when I see i t " attitude often 
results in unacceptable reliabilities (e.g., Naccarato, 1990; Wongthongsri, 1993). 
Virtually all attempts to isolate individual instances of humor in messages and then code 
each with a scheme of mutually exclusive and exhaustive humor type categories have 
failed to produce reliable outcomes. 

There are several challenges to the concept of humor: It's subjective, so much so that 
some scholars say it resides in the receiver rather than the message (Eshleman Sc 
Neuendorf, 1989; Neuendorf 8c Skalski, 2000; Ziv, 1984). It's multidimensional, and 
multiple senses of humor (i.e., abilities to identify and appreciate humor types) may exist 
(Crawford 8c Gressley, 1991; McGoun, 1991; Neuendorf 8r Skalski, 2000; Ziv, 1984). 
It's primarily latent in nature rather than manifest, with the typical challenges that go 
along with latent content. 

Two divergent tactics have been used by researchers to try to reliably measure humor 
in messages. First, some have gone with very specific aspects of humor. They have 
defined manifest characteristics related to portions of the overall humor construct and 
have achieved reliability for particular components—for instance, blunt versus refined 
humor (Zillmann, 1977), disparagement humor (Stocking, Sapolsky, 8c Zillmann, as cited 
in Zillmann, 1977), tendentiousness (Cantor, 1977), nonsense humor (Bryant, Hezel, 
8c Zillmann, 1979), incongruity humor (Alden, Hoyer, & Lee, 1993), aggressive-sexual 
humor (McCullough, 1993), and level of brutality in humor (Zillmann, Bryant, & 
Cantor, 1974). 

The second tactic is quite the opposite, taking a macroscopic approach by examining 
the simple humorous intent of the message without judging the nature of the humor or 
how it is received. This general approach seems to facilitate reliability (Potter 8c Warren, 
1998; Weinberger, Spotts, Campbell, 8c Parson, 1995). But it fails to tap humor type(s) 
and may therefore result in poorpredictive ability; in other words, its validity is suspect. 
For example, there are highly mixed findings with regard to the effectiveness of humor in 
advertising (Markiewicz, 1974; Weinberger et al., 1995) due to the highly divergent 
ways in which humor has been operationalized in those studies. As Weinberger et al. 
note, "Generalizations about its effects are difficult to come by because of its diverse 
nature" (p. 54). 

Humor is a highly attractive construct, which many practitioners and scholars would 
agree is an important mediating variable for the reception of messages (Alden, Hoyer, 8c 
Lee, 1993). But it means so many things to so many people, it must be partitioned 
carefully to develop measures that are reliable. 

1 . Identification of problematic measures: When a variable with poor reli­
ability is identified in a pilot test, remedies include (a) further training and 
rechecking reliability, ( b) rewriting coding instructions to clarify the mea-
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sûrement of the variable, (c) changing the categories of the variable (e.g., 
collapsing categories), and (d) splitting the variable into two or more sim­
pler or more concrete (more manifest) variables. 

2. The identification of problematic categories or values within a variable 
(Krippendorff, 1980): By looking at a Coder-A-by-Coder-B matrix o f 
coded values, we may see key confusions that indicate what categories 
within a variable are not clearly differentiated in the coding scheme. This 
confusion matrix allows us to dig deeper than simply looking at an overall 
reliability figure. For example, we may see that where Coder A is coding 
certain verbal utterances as "attacking," Coder B tends to systematically 
code the same utterances as "opposing. " Further training or codebook re­
visions (or both) are needed to eliminate this systematic source o f mea­
surement error. 

3. The identification o f problematic coders: By examining pairwise reliabil­
ities for individual coders, we may see whether one coder simply doesn't 
match up wi th the others. Additional training for that coder may help, be­
fore the unpleasant decision to drop the coder is reached. 

Intercoder Reliability Coefficients: 
Issues and Comparisons 

A variety of coefficients are available for reporting the level of agreement or 
correspondence between coders' assessments. The most popular coefficients 
in business and the social and behavioral sciences seem to be raw percent 
agreement (the "measure o f crude association"), Scott's pi, Cohen's kappa, 
Krippendorf f s alpha, Spearman rho, and Pearson r. Only Cohen's kappa and 
Krippendorf f s alpha accommodate more than two coders at a time, an issue to 
be addressed later. There are dozens o f other options for calculating 
intercoder reliability, and some particularly unique and innovative coefficients 
w i l l be presented later. 

A l l o f these intercoder reliability coefficients are distinct in nature f rom i n ­
ternal-consistency reliability applications, which typically rely on such coeffi­
cients as Cronbach's alpha and the Spearman-Brown formula (Carmines &c 
Zeller, 1979; Traub, 1994) to assess how well a set of variables fits together. 
These internal-consistency statistics examine interitem correlations to see i f 
they warrant combining a set o f variables in a scale or index (Babbie, 1998). 
Both types o f reliability coefficient—intercoder and internal consistency—are 
based on the same notions o f reliability as dependability, reproducibility, or 
consistency (Traub, 1994), but they usually have quite different applications. 3 

The intercoder reliability coefficients do not assess internal consistency 
among a variety o f measures. Rather, they are concerned w i t h the assessment, 
one measure at a t ime, of one or more o f the fol lowing criteria: agreement, 

cardo
Marcador de texto

cardo
Marcador de texto

cardo
Marcador de texto

cardo
Marcador de texto



Reliability" 149 

agreement beyond chance, and covariation. I n the discussion that follows, i t is 
assumed that we are looking at only two coders. The case o f three-plus coders 
wi l l be taken up later. Also, note that the discussion includes conceptual for­
mulas when appropriate but does not include calculation formulas for the co­
efficients (those can be found in Boxes 7.2 and 7.3, presented later). 

Agreement 

This criterion is concerned wi th whether coders agree as to the precise val­
ues assigned to a given variable. This is particularly appropriate to measures 
that are categorical (i.e., nominal) , wherein each pair of coded measures is ei­
ther a h i t or a miss. There are two ways to calculate simple agreement. 

1 . Percent agreement (sometimes called "crude agreement"): This is a sim­
ple percentage, representing number o f agreements divided by total num­
ber of measures. A conceptual formula for percent agreement could be 
written as follows: 

PAo = A/n 

where PA Q stands for "proportion agreement, observed," A is the number 
of agreements between two coders, and n is the total number of units the 
two coders have coded for the test (also, the maximum agreement they 
could achieve). This statistic ranges from . 0 0 (no agreement) to 1 . 0 0 
(perfect agreement). 

2. Holsti's method ( 1 9 6 9 ) : I n cases in which two coders code the same units 
(which is the recommended method), this is equal to percent agreement. 
The formula differs only a little: 

PA 0 = 2A/(^ A + n B ) 

where PAQ stands for "proportion agreement, observed," A is the number 
of agreements between two coders, and nA and « B are the number of units 
coded by coders A and B, respectively. This statistic also ranges from . 0 0 
(no agreement) to 1 . 0 0 (perfect agreement). 

Simple agreement is one of the most popular coefficients. For example, 
Hughes and Garrett ( 1 9 9 0 ) found that 6 5 % of the reported reliability coeffi­
cients in their sample o f marketing research articles were simple percent agree­
ment. However, simple agreement has important drawbacks, such as the fail­
ure to account for chance agreement and the rigid requirement o f the precise 
matching o f coders' scores. 

I n applying simple agreement assessment to variables that are ordinal, i n ­
terval, or ratio, some researchers have expanded the notion o f precise agree-
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ment to what we might call range agreement—counting a hit any time two 
coders come within a certain distance of one another. Tinsley and Weiss 
(1975) report on the Lawlis and L u method o f setting up a decision rule for 
±l-point or ±2-point agreement. I n an application o f a simitar technique, 
Dominick (1999) defined an agreement as ratings that were wi th in one point 
o f one another on a l - to -10 scale. Notably, in his study o f personal Web sites, 
the measure i n question tapped a rather subjective concept—whether the cod­
ers felt they "knew" the person from the content i n his or her home page. 

For interval or ratio measures, some researchers have proposed standard­
izing each coder's values (Tinsley & Weiss, 1975) before applying agreement 
assessment procedures so that the coders are statistically calibrated. I t is debat­
able as to whether this forced calibration is desirable over an alternative o f 
more extensive coder training for calibration. 

Agreement Control l ing for the 
Impact o f Chance Agreement 

Some port ion o f coders' agreement must be considered to be due to 
chance. That is, i f two coders are assessing whether videotaped speakers are 
male or female, they w i l l agree 50% o f the time just by chance alone—if they 
flip coins instead o f watching the screen or code w i t h their eyes shut, they' l l 
agree about 50% of the time. Researchers are often interested i n accounting 
for this chance component, and several popular agreement-based coefficients 
do just that, providing beyond-chance indicators. 

3. Scott's pi (%) : 4 I n correcting for the role of chance agreement, this statistic 
uses a joint distribution across two coders. This takes into account not just 
the number of categories but how these categories are used by the coders. 
The statistic's normal range is from .00 (agreement at chance level) to 
1.00 (perfect agreement), and a value of less than .00 indicates agreement 
less than chance. The statistic assumes nominal-level data and ignores dif­
ferences in how the two coders distribute their evaluations across coding 
categories for that variable (Scott, 1955). 

4. Cohen's kappa (K ) : This statistic was planned as an improvement over pi, 
taking into account the differences i n coders' distributions by using a 
multiplicative term instead o f an additive one (Cohen, 1960). Since its i n ­
troduction, numerous adaptations of this agreement coefficient have been 
proposed (Banerjee et ah, 1999; Kraemer, 1980). 5 A number o f sources 
report kappa to be the most widely used reliability coefficient (Perrault &c 
Leigh, 1989; Zwick, 1988). Like pi} i t assumes nominal-level data and has 
a normal range from .00 (agreement at chance level) to 1.00 (perfect 
agreement), and a value of less than .00 indicates agreement less than 
chance. 
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Cohen (1968) also took into account the differing importances o f misses 
i n his adaptation o f kappa, the "weighted kappa coefficient." I n this applica­
t ion , not all misses are treated equally. For example, Bartko and Carpenter 
(1976) give an example i n which psychiatric diagnoses are made by raters 
(coders): 

I f two raters diagnose a patient as manic-depressive and reactive psy­
chotic depression . . . this disagreement might be weighted 2, while a 
manic-depression—schizophrenic disagreement might be weighted 4. 
The more serious the disagreement, the larger the weight (p. 311). 

Both Scott's pi and Cohen's kappa are derived from the same conceptual 
formula (as are a number o f other coefficients, e.g., the S coefficient [Zwick, 
1988]) : 

Pi or Kappa = PAQ ~ PA E 

where PAQ stands for "proportion agreement, observed," and PA E stands for 
"proportion agreement, expected by chance." 

Both¿7« and kappah&ve been criticized as being overly conservative, giving 
credit only to agreement beyond chance, a tough challenge in the case of ex­
treme distributions (Perrault &c Leigh, 1989; Potter 8c Levine-Donnerstein, 
1999). For example, when two categories are jo int coded at 90% and 10%, 
chance agreement would be .82, and even 90% raw agreement would net a be­
yond-chance pi o f only .44. This undesirable influence o f prevalence o f certain 
coding categories has been identified as an important disadvantage, and alter­
natives have been presented in the literature (Feinstein 8c Cicchetti, 1990), al­
though none have yet won popular support. 

5. Krippendorff s alpha (a): This statistic takes into account chance agree­
ment and, in addition, the magnitude of the misses, adjusting for whether 
the variable is measured as nominal, ordinal, interval, or ratio (Krippen­
dorff, 1980). This is a highly attractive coefficient but has rarely been used 
because of the tedium of its calculation. 
Its conceptual formula is as follows: 

. , -, Do 
alpha = 1 

* D E 

where D D = observed disagreement and D E = expected disagreement. 

C o v a r i a t i o n 

For measures that are metric (measured at the interval or ratio level), re­
searchers are often interested in the level o f covariation of coders' scores, par-
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ticuiarly i n instances where precise agreement is unlikely. For example, i f two 
coders are scoring television characters' estimated ages i n years, it's unlikely 
that they w i l l score a precise hit very often. But reliability may be shown i n the 
covariation of their scores—quite literally, whether their age estimates 
"co-vary," that is, when one is high, the other is high, and when one is low, the 
other is low. Thus, the following pairs o f age scores w o u l d show high 
covariation: 

Coder A: 25 55 68 35 34 58 72 18 
Coder B-. 27 58 70 33 30 57 75 17 

Notice that the two coders' level of agreement would be 0% (unless we use some 
sort of range agreement). Yet we would agree that the two coders display at least 
an acceptable level o f reliability and therefore might prefer to use a reliability sta­
tistic that gives credit for covariation. Coefficients that take covariation into ac­
count include two statistics that are used more commonly for testing relationships 
between two variables: 

6. Spearman rho (p): This statistic assumes rank order ordinal data, and its 
calculation wi l l result i n strange, inflated values i f the data are not rank or-
derings. I t ranges from -1.00 (perfect negative relationship, or disagree­
ment) through .00 (no relationship between the two coders' rankings) to 
1.00 (perfect agreement on rankings). 

7. Pearson correlation coefficient ( r ) : This statistic assesses the degree of l in ­
ear (i.e., straight-line) correspondence between two sets o f interval or ra­
tio numbers. The more tightly clustered the data points are around a line, 
the higher the absolute value of r. I t should be noted that some prefer the 
reporting o f r-squared (the coefficient o f determination), i n that this rep­
resents the proportion o f shared variance between the two sets of coder 
scores and is therefore closer in form to such reliability coefficients as per­
cent agreement and Scott's pi. I n the foregoing age score example, the 
Pearson ris .995 and r2 is .99. That is, 99% o f the variance of Coder A's age 
scores is shared with the variance of Coder B's age scores. The r statistic 
ranges from -1.00 (perfect negative linear relationship) through .00 (no 
linear relationship) to 1.00 (perfect positive linear relationship). 

There are criticisms that coefficients such as r overestimate reliability. 
Because the Pearson r inherenriy standardizes the coders' scores, 
covariation is assessed, but level o f agreement is completely ignored. That 
is, envision a case in which Coder A always reports a character age that is 
exacdy 10 years older than Coder B's estimate (i.e., 40 Sr. 30 years, 70 & 
60 years, 25 8cl5 years). The Pearson r for these values would be 1.0—a 
perfect linear relationship, with an r2 o f 1.0 (100%). This is for two sets of 
values wi th zero agreement, even within a reasonable range, which 
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prompts us to question the validity of the measures. Some adjustment for 
diis coder bias might be advisable. 

For example, i n comparing human and computer scoring o f verbal 
samples for level of anxiety, Gottschalk and Bechtel (1993) reported that 
the computer scoring was significantly lower than the human coding 
scores. They reported a correlation between the two sets of scores of r = 
.85, which seems reasonably reliable. However, the strong covariation 
notwithstanding, a significant difference would remain, without some 
type of statistical correction (Gottschalk and Bechtel did employ a correc­
tion for their computer-scored data). 

8. Lin's concordance correlation coefficient ( r c ) : This is an alternative to r 
for measuring covariation of interval or ratio data that takes systematic 
coding errors into account (Lin , 1989). I t assesses the linear relationship 
between two sets of metric scores under the constraints that the correla­
tion line passes through the origin and has a slope of one (Chinchilli, 
Martel, Kumanyika, & Lloyd, 1996). So in a case such as that described 
earlier, in which one coder always rates age higher than the other coder, 
the concordance correlation coefficient would be lower than the Pearson 
correlation r, having taken the coder bias into account. Like the Pearson r, 
this statistic ranges from -1.00 (perfect negative linear relationship) 
through .00 (no linear relationship) to 1.00 (perfect positive linear rela­
tionship). 

This statistic shows great promise for rectifying problems wi th other 
covariation statistics used for reliability but has not been used outside of 
the medical research literature and is not yet well established.6 

C a l c u l a t i n g I n t e r c o d e r R e l i a b i l i t y C o e f f i c i e n t s 

I n Box 7.2, formulas for the more popular agreement coefficients are pre­
sented, and sample calculations are given. For each case, the 95% confidence 
interval is also reported in an endnote. 7 I n Box 7.3, the two featured 
covariation coefficients are presented, wi th calculations. 

These statistics are included i n the PRAM program (see Resource 4 ) , 
which accommodates both two-coder and multiple-coder situations. Earlier 
attempts at automating reliability calculations include Kang, Kara, Laskey, and 
Seaton's (1993) SAS macro for several nominal statistics for multiple coders, 
including Cohen's kappa; Berry and Mielke's (1997) Fortran subroutine to 
calculate kappa for multiple coders, Popping's (1984) AGREE, a computer 
program for the calculation o f kappa and related coefficients for nominal scale 
agreement (which included certain category and coder diagnostics), and the 
SimStat statistical package's application of pi kappa, and several other statis­
tics to two-coder cases. 
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Box 7.2 Popular Agreement Coefficients 

Calculating Percent Agreement, Scott's pi, Cohen's kappa, and 
Krippendorf f s alpha (nominal data only) 

In the following example, two coders have coded one nominal (categorical) variable 
for 10 units (cases). They have assessed Web banner ads for type, with three categories: 1 
= product ad, 2 = corporate ad, and 3 mother. Both Coder A and Coder B have coded the 
same 10 banner ads. The outcome of this coding is as follows: 

Unit Coder A Coder B Agree or Disagree 

Ad 1 1 1 A 
Ad 2 2 2 A 
Ad 3 2 3 D 
Ad 4 1 3 D 
Ad 5 3 3 A 
Ad 6 1 1 A 
Ad 7 2 2 A 
Ad 8 3 3 A 
Ad 9 2 1 D 

Ad 10 2 2 A 
Total A ' s -7 1 . . n I total n = 10 
Total D's = 3 J 

First, we can calculate simple percent agreement: 

PA0 = T o t a l A 5 = L = .70 (70% agreement) 
n 10 

Another way we could look for agreements (hits) and disagreements (misses) is by 
generating a cross-tabuladon table. The bold numbers are the hits, the numbers of units 
for which the coders agree. 

CODERA 

1 2 3 TOTAL 

c 
0 1 2 1 0 3 
D 
E 2 0 3 0 3 
R 

•o 

3 1 I 2 4 

JtS TOTAL 3 5 2 10 

Using the marginals (totals) for each coder, we can multiply and add to produce the 
bits of information we'll need for Scott's pi and Cohen's kappa. 
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Marginals Product of Sum of /oint marginal 

Category 
n for 

Coder A 

^ ^ marginals: marginals: proportions: 

Coder B AxB A + 0 pt 

1 (productad)' 3 3 9 6 6/20 - .30 
2 (corporate ad) 5 3 15 8 8/20 =.40 
3 (other) J ! ' A 8 J> 6/20 = .30 

10 10 20 1.00 

Scott's pi P A 0 - P A E where PAE = 
l-PAE Pi = each joint marginal proportion 

So PAE - Iii 
(.30)2 + (.40 ) 2 + (.30)2 

= .09 4- .16 + .09 
m .34 

And Scott's pi = PA 0 - PAE 

1 - P A E 

.70-.34 
1-.34 

.36 

.66 

.545 

Cohen's kappa = • P A 0 ~ P A E where PAE = ( l / V X ^ ? ^ ) 

1~PAE n <= number of units coded in common 
by coders 

pm{ = each product of marginals 
So PA E = (l/n2)C£pm} 

(1/102)(9 + 15+8) 
- (1/100)(32) 
- .32 

And Cohen's kappa PAp - PAE 

1 - P A B 

.70-.32  
1-.32 

.38 

.68 

.56 
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Box 7.2 Continued 

For Krippendorff s alpha (nominal data only; other forms of data require weightings of 
products of marginals with various coefficients, beyond the scope of this example), the 
data must be reconfigured in yet another way. 

Frequencies for Both Coders 

Unit Coder A Coder B Category 1 Category 2 Category 3 

Ad 1 1 1 2 0 0 
Ad 2 2 2 0 2 0 
Ad 3 2 3 0 1 1 
Ad 4 1 3 1 0 1 
Ad 5 3 3 0 0 2 
Ad 6 1 1 2 0 0 
Ad 7 2 2 0 2 0 
Ad 8 3 3 0 0 2 
Ad 9 2 1 1 1 0 
Ad 10 2 2 0 2 0 

S = 6 8 6 

Krippendorffs alpha (nominal) = 1 - —-1 1 
pfit where 

So 

And 

Alpha 

product of any frequencies for a given unit that are 
different (i.e., show disagreement) 

pmt = each product of total marginals 
n = number of units coded in common by coders 

m - number of coders 
pfa = (1 x 1) + (1 x 1) + (1 x 1) [disagreements for units 3, 4, and 9] 

n. 3 
Pmt =(6 x 8) + (6 x 6) + (8 x 6) [all pairings are added] 

= 48 + 36 + 48 
- 132 

= 1 -

1 -

1 -

nm— 1 ( Hpfw ] 
m-1 1 Xpmt J 

(IQ)(2)-1 ( 3 
2 - 1 I 132 

19 { 3 
1 132 

= 1 - 1 9 (.023) .43 - .57 
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Box 7.3 Popular Covariation Coefficients 

Calculating Spearman rho and Pearson Correlation (r) 

In this example, two coders have coded 10 Web banner ads for one ordinal, rank-
ordering variable, such as vibrancy of the colors in the ad. 

Unit 

Ad 1 
Ad 2 
Ad 3 
Ad 4 
Ad 5 
Ad 6 
Ad 7 
Ad 8 
Ad 9 
Ad 10 

Spearman rho 

where n 
d 

So Spearman rho 

- 1 -

Coder A 

2 
6 
9 
1 

3 
10 
4 
5 
7 

6xZd2 

Coder B Coding discrepancy (d) 

3 - 1 
8 -2 

10 -1 
1 0 
6 2 
2 1 
9 1 
4 0 
5 0 
7 0 

» 3 - n 

number of units coded in common by coders 
each coding discrepancy (Coder A ranking minus Coder B ranking) 

, 6xZd2 

1_ 

1 -

n$ ~ n 
6x [ ( - l ) 2 + ( -2 ) 2 + ( - l ) 2 +0 2 +2 2 -i-1 2 -f I 2 -i-Q2 -+02 +0 2 ] 

103-10 
6x12 

1000-10 
- 1 - 72/990 

- 1 - .073 

- .927 
In this example, two coders have coded 10 Web banner ads for a rado-level variable, 

number of identifiable human characters shown. In the table to follow, the coders' scores 
are also shown squared and cross-multiplied in preparation for calculating the Pearson r. 

Unit Coder A Coder B A2 B2 AxB 

Ad 1 3 3 9 9 9 
Ad 2 2 1 4 1 4 
Ad 3 7 8 49 64 56 
Ad 4 0 0 0 0 0 
Ad 5 0 ' 1 0 1 0 
Ad 6 S 5 25 25 25 
Ad 7 3 ; 3 9 9 9 
Ad 8 12' 10 144 100 120 
Ad 9 1 1 1 1 1 
Ad 10 2 2 4 4 4 

S - 35 34 245 214 226 

(continued) 
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Box 7.3 Continued 

A variety of formulas exist for the Pearson r. A good conceptual formula would be as 
follows: 

Zetb 

where a ~ each deviation score (Coder A score minus mean for A) 
b = each deviation score (Coder B score minus mean for B) 

Roughly, this is the ratio between the covariation of A and B's deviation scores and the 
product of their individual variations. 

Por hand calculations, a better formula would be as follows: 

raSAB - (XA)(£B) 
VEKSA 2 ~ ( E A ) 2 3 [ » X B 2 - ( X B ) 2 ] 

10x226-35x34 
^[10x245 - 35 2]pÖx214 - 342] 

2260-1190 
7^450 -1225] [2140 -1156] 

1070 
^225x984 

.97 

The Reliability Subsample 

There are several key decisions to make i n selecting and using reliability 
subsamples, both for the pilot reliability assessment and for final reliability. 
They have to do w i t h subsample size, sampling type, and assignment of units 
to coders. 

Subsample Size 

H o w many units should be used in each reliability assessment? A certain 
proport ion or percentage o f the total sample or a certain n> Unfortunately, 
there is no set standard for this decision. General textbooks on social science 
research methods present rough guidelines, such as 10% to 20% o f the total 
sample (Wimmer 8c Dominick, 1997). I n a selective review o f recent content 
analyses, Potter and Levine-Donnerstein (1999) found the reliability 
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subsample size to range from 10% to 100% of the ful l sample. Lacy and Riffe 
(1996) have proposed a systematic method o f determining subsample size 
based on the desired sampling error, but so far, their statistical work-up for this 
method has been limited to the case o f simple percent agreement, w i t h two 
coders and a binary (two-choice) nominal variable. Despite the current limita­
tions o f their technique, i t does point to future developments needed for reli­
ability subsampling. Browsing through their tables, we readily learn that there 
is no set subsample size or proportion that wi l l guarantee a level of representa­
tiveness o f the reliability tests. For example, for an assumed population agree­
ment o f 90%, one would need a subsample o f 100 i f the total sample size is 
10,000 and a subsample of 51 i f the total sample size is 100 (the percentages 
are 1 % and 51%, respectively). 

I f one could attempt to make a general statement from the accumulated 
knowledge so far, i t would be that the reliability subsample should probably 
never be smaller than 50 and should rarely need to be larger than about 300. 
The factors that would indicate the need for a subsample to be at the high end 
of this range are (a) a large population (i.e., ful l sample) size and (b) a lower as­
sumed level of reliability in the population (i.e., fu l l sample; Lacy & Riffe, 
1996). 

Sampling Type 

For the reliability subsample to accurately reflect the full sample, sampling 
units from the full sample for reliability purposes should follow the same 
guidelines for randomness as extracting the fu l l sample of message units. As 
outlined i n Chapter 4, this probability sampling w i l l be either SRS or system­
atic random sampling. I n this case, the sampling frame is the list o f all elements 
in the ful l sample. 

Researchers have given some thought to purposively including certain 
units i n the reliability subsample to ensure the occurrence o f key characteris­
tics i n the reliability check. For example, the incidence of sex appeals in Thai 
commercials might be quite low (Wongthongsri, 1993), and a reliability 
subsample is therefore unlikely to include any. This may result i n a misleading 
100% agreement between coders who uniformly code the total absence o f the 
appeal. Only by making sure that some ads that include sex appeals are in the 
subsample w i l l the researcher be able to see whether coders can agree on its 
presence versus absence. Whether such a nonrandom, purposive inclusion o f 
odd units i n the reliability subsample is appropriate is under debate 
(Krippendorff, 1980; Riffe, Lacy, 8c Fico, 1998). 

Assignment of U n i t s to Coders 

The typical situation is for all coders to receive the same units to code for 
reliability purposes. When all coders do not code the same units from the 
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subsample, the assignment of units to coders should be random. (This applies 
' to coder assignments for the ful l sample as well , as indicated i n Chapter 4.) 

Treatment of Variables That Do Not 
Achieve an Acceptable Level of Reliability 

Assuming that reliability testing has been completed, called-for changes have 
been made in the coding scheme, and rigorous training o f the coders has been 
conducted, there should be few variables that do not achieve an acceptable 
level o f reliability i n the final reliability check. But there probably w i l l be a few. 

The options are several. 

1 . Drop the variable from aU analyses (e.g., Naccarato, 1990). 

2. Reconfigure the variable with fewer and better-defined categories (e.g., 
F ink&Gantz , 1996). O f course,this should be done during the pilot cod­
ing process, prior to die final data collection. 

3. Use the variable only as a component in a multimeasure index, which itself 
has been shown to be reliable (e.g., Schuirnan, Castellón & Seligman, 
1989; Smith, }.999). This is a questionable practice at present in that i t ob­
scures unacceptable reliabilities for individual aspects o f the index. O n the 
other hand, a pragmatic approach would focus on what the original intent 
was; i f it was to measure extraversión, then perhaps the reliability coeffi­
cient that counts should be the one for extraversión rather than the ones 
for its several individual components.8 (See Chapter 6 for a discussion o f 
index construction in content analysis.) 

4. Use noncontent analysis data (e.g., survey data) for that particular vari­
able, and integrate the data into the study with other content analysis vari­
ables. For example, Kalis and Neuendorf (1989) used survey response 
data for the variable "perceived level o f aggressiveness" for cues present in 
music videos. A n d Sweeney and Whissell (1984, following the work of 
Heise, 1965) created a dictionary of affect in language by presenting sub­
jects wi th individual words that the subjects were asked to rate along the 
dimensions of pleasantness and activation. Ratings were obtained by 
adults for 4,300 words, and these ratings have been used in conjunction 
wi th subsequent content analyses, both human coded and computer 
coded (Whissell, 1994a, 1994b; Whissell, Founder, Peliand, Weir, & 
Makarec, 1986). Based on survey work using a large sample o f words (n = 
15,761), Whissell (2000) was also able to identify distinct emotional char­
acteristics o f phonemes, the basic sound units o f a language. This allowed 
her to create profiles for texts in terms of their preferential use o f different 
types o f phonemes and therefore their phonoemotional tone. Note that 
for such research, perceptual ratings may be closer to the researcher's con-
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ceptual definitions o f the variables and therefore preferred over tradi­
tional content analytic measures. 

T h e U s e o f M u l t i p l e C o d e r s 

Most content analyses involve the use o f more than two coders. H o w to con­
duct reliability analyses in these cases has not been well discussed i n the litera­
ture. There are several possibilities. 

1 . Use reliability statistics designed to accommodate multiple-coder statis­
tics—most prominently, Cohen's kappa (adapted for multiple coders; see 
Fleiss, 1971) and Krippendorff s alpha. This wil l provide a single reliabil­
ity coefficient for each variable across all coders simultaneously, which is 
quite useful for the reporting of final reliabilities. However, it is problem­
atic for pilot reliability analyses, i n that the coefficients obscure pairwise 
interceder differences, making it impossible to identify coders who might 
need extra training or the odd rogue coder. 

2. Use two-coder reliability statistics in a pairwise fashion, creating a matrix 
of reliabilities for each variable. This is highly useful as a diagnostic for the 
pilot reliabilities but very cumbersome for reporting o f final reliabilities. 

3. Average reliability coefficients across all pairs of coders. This is routinely 
done for simple percent agreement coefficients but has not been widely 
used for the other statistics (the reporting of reliability protocols is so of­
ten obscure or incomplete, it is possible that this practice is more common 
than we might think). Weighting the average by the number of cases per 
coder pair seems like a logical extension of this practice. Alternatively, a 
Cronbach's alpha coefficient, more typically used as an internal consis­
tency reliability statistic for multiple items in an index measure, may serve 
as an averaged r} wi th a correction for number of coders (Schulman et al., 
1989). 9 The adaptation o f the Spearman-Brown formula presented by 
Rosenthal (1987), which calculates "effective reliability" from the mean 
intercoder correlation coefficient, shows a formula that is identical to that 
for Cronbach's alpha. I n the case of the use of Cronbach's alpha or 
Rosenthal's effective reliability, die assumption is diat the researcher is at­
tempting to generalize from a set o f coders to a population of potential 
coders, not something that is currently widely endorsed as a principal goal 
of reliability. Simply adding coders without increasing average intercoder 
reliability wi l l result in gready inflated apparent reliability coefficients. 
This seeming advantage to adding coders should be viewed critically. 

4. There is also the possibility of establishing a distribution for the reliability 
coefficient across the coders to examine its shape and look for outiiers for 
possible exclusion. 
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The PRAM computer program does most of the foregoing. I t provides 
both of the discussed multicoder reliability statistics, reports all statistics 
pairwise for all coders, and averages the two-coder statistics across all pairs. 

A d v a n c e d a n d Special ty I s s u e s 
i n R e l i a b i l i t y C o e f f i c i e n t Se lec t ion 

Beyond Basic Coefficients 

There are dozens of alternative reliability coefficients, used either for very 
specialized applications or not yet established or widely used. 

Janson and Vegelius (1979) have developed " C " and "S" coefficients, al­
ternatives to kappa. Perrault and Leigh (1989) introduced their reliability co­
efficient " I , " which does not contrast observed agreement w i t h chance agree­
ment but rather takes into account the notion o f a true population level o f 
agreement. The sample coefficient "2" is an estimate o f that population value, 
and as such, we may calculate a confidence interval around i t . (Thus, Perrault 
and Leigh take a parametric or inferential statistical approach, as opposed to 
the more common nonparametric approach to intercoder reliability.) 

Popping (1988)/has considered no fewer than 39 different agreement i n ­
dices for coding nominal categories w i t h a predetermined coding scheme.1 0 

Using 13 evaluative criteria (many highly particular i n focus or mathematical 
i n nature or both) , he concludes that Cohen's kappa is optimal. 

Tinsley and Weiss ( 1975 ) reviewed a number of alternative reliability coef­
ficients, including Finn's r f o r ordinal ratings, the intraclass correlation (ICC) 
for interval measures, and the Lawlis-Lu chi-square,11 and they considered 
cases when composite ratings o f a group of coders are to be used. Hughes and 
Garrett (1990) considered Winer's dependability index and the G-theory 
framework, which uses analysis o f variance ( A N O V A ) to estimate variance 
components, allowing the isolation o f that component which can be attrib­
uted to intercoder variation. Banerjee et al. (1999) looked at a variety o f agree­
ment coefficients i n specialized applications i n the health sciences, such as the 
tetrachoric correlation coefficient. They presented a compelling argument for 
using advanced statistical methods (e.g., log linear models) that can model the 
structure o f agreement rather than summarize i t wi th a single number. This 
might prove to be useful i n assessing the confusion matrix between coders. 

Bartko and Carpenter ( 1976) evaluated "the best and/or most commonly 
used reliability statistics" (p. 308), including kappa, weighted kappa, and the 
ICC. They note that the Pearson chi-square statistic is "often used" as an i n d i ­
cator o f agreement deviating f r o m chance, but they point out how it is inap­
propriate (i.e., disagreement deviating from chance may also make the 
chi-square significant). 
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T h e Possibility o f "Consistency" 
Intracoder Reliability Assessment 

Tinsley and Weiss (1975) reviewed the use o f rate-rerate methods as an­
other indication of reliability. Similar to the test-retest method for assessing 
consistency reliability of a set o f measures (Carmines & Zelier, 1979), this pro­
cedure requires a coder to recode a set of units at a second point i n time. 
Tinsley and Weiss (1975) dismiss this rate-rerate technique as inappropriate; 
Krippendorff (1980) criticizes the use of this type of reliability (using Weber's 
[1990] term, "stability reliability") and cautions that i t is the "weakest form o f 
reliability" (p. 130). 

Control l ing for Covariates 

A n advanced form of diagnostics for reliability analyses involves compar­
ing reliability coefficients across values of a control variable. For example, 
Kacmar and Hochwarter (1996) used A N O V A to compare intercoder agree­
ment scores across three combinations of medium types—transcripts-audio, 
audio-video, and transcripts-video. They found no significant differences be­
tween the three types, showing that this potential covariate was not signifi­
cantly related to reliability outcomes. 

Sequential Overlapping 
Reliability C o d i n g 

Researchers have begun to consider the possibility of using sequential 
overlapping coding for reliability testing. For example, Coder A codes units 1 
through 20, Coder B codes units 11 through 30, Coder C codes units 21 
through 40, and so on so that every unit in the reliability subsample is coded 
by precisely two coders, but there are multiple coders used. This overlapping 
of coder assignments is used to maximize the reliability subsample size and to 
better meet the second goal o f intercoder reliability (the practical advantage of 
more coders and more units coded). This technique is questionable at present, 
and more research is needed to establish the uti l i ty of this option. Potter and 
Levine-Donnerstein (1999) do not support its use, but they also do not pres­
ent a statistical argument against i t . The practice o f having different units rated 
by different coders does have some precedent; Fleiss (1971) and Kraemer 
(1980) have developed extensions of kappa-'m which units are rated by differ­
ent sets o f judges. 

Reliability is the bare bones o f acceptability for the reportage of findings 
—that is, variables that do not achieve reliability should not be included in 
subsequent analyses. H o w measures that make the cut are analyzed and the re­
sults reported are the province o f the next chapter. 



164 THE CONTENT ANALYSIS GUIDEBOOK 

N o t e s 

1. Noting that there have been several variations on the calculation of kappa's 
standard deviation, Bartfco and Carpenter (1976, p. 310) present this pair of formulas 
for testing the size of a kappa coefficient with a z-test: 

o K - V PAo(l~PAo)/«(l-PA E) 2 

3 - kappa/cK 

where o~K is the estimate of the standard deviation of kappa, P A Q is the proportion 
agreement, observed, PAE is the proportion agreement, expected by chance, and n is 
the total number of units the coders have assessed. 

The value of zis assessed in a table of normal curve probabilities, found in any basic 
statistics book. A statistically significant z indicates that the kappa coefficient is signifi-
candy different from zero. 

2. Stated differently, we could say, "We are 95% confident that the true popula­
tion reliability for this variable, number of verbal nonfluencies, is between .88 and 
.96." 

3. Occasionally, an internal consistency reliability coefficient is used in content 
analysis when an index is constructed. For example, Peterson, Bettes, and Seligman 
(1985) combined the ratings of four judges and properly reported Cronbach's alpha 
for the composite index. 

4. In this text, repeated use of Greek letters will be avoided to minimize the glaz­
ing over of the readers6 eyes. 

5. The most sophisticated and particularized applications of all the reliability 
coefficients appear in the medical literature, wherein rater or coder decisions can have 
life-and-death implications. Banerjee et al.'s (1999) fine review of agreement coeffi­
cients was partiy funded by the National Cancer Institute. 

6. A citation check shows 133 ekes to Lin (1989), all of which are in the science 
citation index. 

The formula for Lin's concordance correlation coefficient is as follows: 

2 ( ^ £ ) 
estimated * ; - = - = — = ™ — ^ - J L J . Z,a£ Z.&2 ,,. ,2 + +(MeanA-Mean B) 

n n 

where a = each deviation score (Coder A score minus mean for A) 
h = each deviation score (Coder B score minus mean for B) 
» = number of units coded in common by coders. 

Using the same data used for the Pearson r in Box 7.3, the concordance correla­
tion coefficient would be .968, very similar to the obtained .97 Pearson r. However, in 
a hypothetical case in which Coder C always codes two points higher than Coder A 
(from Box 7.3), the Pearson j-and the concordance rc would show a wider discrepancy 
—r= 1.0 and rc = .86. The concordance rc successfully takes note of the imperfect cor­
respondence between the two coders. 

7. To show the application of confidence intervals to the reportage of reliability 
coefficients, the confidence intervals (CIs) for the percent agreement, Scott's pi, and 
Cohen's kappa from Box 7.2 are calculated as follows. 



Reliability 165 

For percent agreement: 

95% CI = percent agreement ± 1.96 SE 

(PAo)(l-PAo) where SE 

SE 

n-l 
(•7)(.3)/9 
.02 

95% CI = .70±(1.96)( .02) 
= .70 ± .04 
- .66 — .74 

For Scott's pi: 

95% CI = ^ ± ( 1 . 9 6 ) 0 « 

where cr 2 = 
1 - P A E  

1 

so a„ 

V 
t 

l-M 

2.30 x .023 
.054 
.23 

n~\ ) 

.70(30) 
9 

95% CI - .545 ± (1.96)(.23) 
.545 ± .45 
.095 — .995 

For Cohen's kappa: 

95% CI = kappa ± (1.96) G K 

PAo( l -PAo) 

95% CI -

where o K
2 = n (1 - PA E ) 2 

- -7&(1--70) 
" 10(1-.32)2 

; ^ ,70(.30)  
10(46) 

= .046 

so GK ~ .21 

.56±(1.96){ .21) 

.56 ±'.41 

.15 —.97 

Notice how large the CIs are for^z and kappa—we are 95% confident that the pop­
ulation (i.e., fall sample) Scott's pi reliability for banner ad type is between .095 and 
.995, and we are 95% confident that the population Cohen's kappa reliability for ban­
ner ad type is between. 15 and .97. These unacceptably huge intervals are a result of the 
very small reliability subsample size (n = 10), chosen to facilitate the by-hand calcula­
tions. With a subsample of 100, the CIs would instead be .405 .685 and .42 «~» .70, 
respectively. 
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8. On the other hand, using the approach of retaining only the reliable individ­
ual indicators may be seen as capitalizing on chance. That is, i f 50 items measuring mas­
culinity are attempted and only 5 items achieve an acceptable level of reliability of .90, 
the reliability of the total set may be seen as not exceeding chance. Controls, compara­
ble to the Bonferroni adjustment for multiple statistical tests, might be employed in fu­
ture efforts. 

9. This use of Cronbach's alpha to assess multiple-coder reliability for a variable 
that is measured at the interval or ratio level is not often conducted. However, it seems 
to be an overly advantageous adjustment to an average intercoder correlation, as shown 
by Carmines and Zeller (1979, p. 46). For example, in the case of six coders who have 
an average correlation of only .40, the Cronbach's alpha adjusts upward to .80. For 10 
coders and an average correlation of .40, the Cronbach's alpha-is .87. Notice that given 
a consistent reliability among pairs of coders, increasing the number of coders inevita­
bly results in the inflation of R, the effective reliability. 

This adjustment for number of coders can be seen in the following formula: 

Cronbach's alpha = W2(Meanr)/[ 1 + (Mczar)(m- 1)] 

where Meanr - the mean of all intercoder correlations for a given variable and 
m = the number of coders. 

Flowever, Carmines and Zeller's (1979) interpretation of Cronbach's alpha docs 
not translate well from the multiple-measures case to the multiple-coders case. They 
note that alpha can be considered a "unique estimate of the expected correlation of one 
test with an alternative''form containing the same number of items" or "the expected 
correlation between an actual test- and a hypothetical alternative form of the same 
length, one that may never be constructed." (p. 45) 

Translated, this might be "an estimate of the expected correlation between a com­
posite measure of all m coders with another, hypothetical composite measure from a dif­
ferent set of m coders, who may never actually code." 

10. Popping (1988) identifies the use of a predetermined (or what this book has 
termed an a priori) coding scheme as a posteriori coding. 

11. The formula for the Lawlis-Lu chi-square is given by Tinsley and Weiss (1975, 
p. 367) as follows: 

X1 = <ni ~ n P " -5>3 + (n2-n{l-V)~ .5)2 

nP n ( l - P) 

where n, = number of agreements, n 2 = number of disagreements, and P = proba­
bility of chance agreement. 



C H A P T E R 

This chapter presents options for the reporting of content analysis findings. 
I t clarifies the point that the most common form o f presentation—simple 

descriptive frequencies—is not the only option. For certain analyses, time lines 
may be appropriate. Relationships among variables may be examined, and so 
long as random sampling f rom a known population of messages has been 
achieved, inferential statistics may be used. Relationships between content 
analysis variables and noncontent analysis variables may be explored i n first-
order and second-order links, as defined in Chapter 3. 

Data Handling and Transformations 

Clearly, how the data that have been collected are treated prior to analyses w i l l 
affect what statistics may be used and what conclusions may be reached. For 
example, collapsing categories so that the level o f measurement is reduced 
from interval or ratio to ordinal w i l l curtail the range of statistics that can be 
applied (e.g., collapsing age i n years to categories o f ages). I n addition, many 
statistical procedures make assumptions about the distribution o f the variable 
being analyzed, assuming a normal distribution, for example. Hair et al. 
(1998) provide good advice on how to handle violations of assumptions. The 
reader should be prepared to deal w i t h nonlinear transformations; a positive 
skew, for example, may be remedied w i t h a log or natural log transformation. 
I t should be remembered that the variable is now one step removed f rom its 
original form and that linear relationships found between the transformed 
variable and other measures are essentially nonlinear. 

167 
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H y p o t h e s i s T e s t i n g 

Hypotheses and Research Q u e s t i o n s—A Reminder 

I n Chapter 5, we explored the generation o f hypotheses and research 
questions. Remember that a hypothesis is a predictive statement about the re­
lationship among two or more variables. To make such a f i rm prediction, there 
needs to be theory or past research evidence to justify i t . I f no clear prediction 
is possible, then a research question may be forwarded. When the data have 
been gathered, the findings must be presented i n a way that directly addresses 
the hypotheses or research questions. Although additional findings may be re­
ported, the top priority is the testing o f the hypotheses and the answering of 
the research questions. 

Also, remember the difference between directional and nondirectional 
hypotheses. When a statistic used to test a hypothesis has both one-tailed and 
two-tailed versions, the one-tailed test is appropriate for testing a directional 
hypothesis, whereas the two-tailed version is appropriate for a nondirectional 
hypothesis. 

Generally speaking, to test a hypothesis, some type o f statistical test o f sig­
nificance is used. I f the test is statistically significant, we say we have achieved 
support for our hypothesis. I f i t is not significant, we say that we failed to find 
support. W i t h a research question, the situation is a bit more ambiguous. 
Many research questions demand a statistical test; for example, the research 
question, "Are texts wri t ten by schizophrenics different i n their level o f pessi­
mism than texts writ ten by nonschizophrenics?" is properly addressed w i t h a 
statistical test that compares the levels o f pessimism for two groups. This could 
be achieved w i t h a i-test, which indicates whether two means and distributions 
(o f pessimism, in this case) are different enough to indicate two different pop­
ulations and not a chance difference. O n the other hand, the research ques­
t ion , "What are the most common conflict themes i n discussions between 
married partners?" would probably best be addressed w i t h simple frequencies 
o f occurrence and no test o f statistical significance. 

Inferential Versus Nonparametric Statistics 

There are two types o f statistics—inferential and noninferential or 
nonparametric. Inferential statistics allow us to establish how certain we are 
that our findings may be generalized to the population from which our sample 
was drawn. Notice that i f a census study has been conducted, there is no need 
for inferential statistics. Nonparametric statistics do not attempt to gauge the 
certainty o f generalizing a finding to a population (i.e., no parameter is esti­
mated). They may be entirely descriptive i n nature, such as a mean or median; 
they may serve a data-reduction role, as a factor analysis does; or they may sta­
tistically compare a finding to some criterion other than a population parame-
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ter, as the chi-square statistic compares a found distribution wi th a hypotheti¬
cal chance distribution. 

Although when we achieve statistical significance, we like to say that the 
strength of a relationship between or among variables is well established, infer­
ential statistics are really telling us something else. They're telling us, based on 
the size o f the relationship and the degrees o f freedom (usually strongly deter­
mined by the sample size), whether our sample's findings may be generalized 
to the population. For example, students are often amazed that a correlation 
coefficient they have obtained is statistically significant—"It's only an r of .12. 
That's a shared variance o f only 1.4%. H o w can that be statistically signifi­
cant?" (See Box 7.3 for more on the Pearson correlation coefficient.) Well, 
there is a difference between statistical significance and the substantive impor­
tance o f a relationship. W i t h a sample size of 300 or more, that small correla­
tion figure is statistically significant at the .05 level. 1 What this significant i n ­
ferential test indicates is that the small relationship (only 1.4% shared variance) 
may clearly be generalized to the population. We're 95% confident that this 
small relationship exists i n the population. 

Selec t ing the A p p r o p r i a t e Sta t is t i ca l Tes ts 

Statistics are also categorized according to how many variables are analyzed. 
With a single variable, the statistics available are called univariate. W i t h two 
variables—one independent variable and one dependent variable—the appro­
priate statistics are called bivariate. A n d when there are more than two vari­
ables i n a hypothesized model, the statistics appropriate to the task are called 
multivariate. 

Teaching the reader all about statistics, their calculations, and all their ap­
plications is beyond the scope o f this book; however, many excellent statistical 
sources exist. 2 Box 8.1 provides a guide to basic decision making regarding ap­
propriate statistics.3 The statistics are organized into the three types: 
univariate, bivariate, and multivariate. They are identified by whether they are 
inferential or nonparametric, how many independent and dependent variables 
are accommodated by the test, and what level(s) of measurement are assumed 
for these variables. 

Also, there is a model shown for each statistical procedure, indicating the 
structure o f the predicted relationships among the variables. For example, for 
all bivariate statistics, the predictive model is X—» Y: One dependent variable Y 
predicted by one independent variable X. For multivariate statistics, the mod­
els vary. A common theme, however, is that many tests assume a single depen­
dent variable. 

The researcher needs to match up his or her hypothesis or research ques­
tion w i t h the sample models and other information about the statistics. For ex­
ample, i f a research question asks, "What formal features o f print ads are 



170 THE CONTENT ANALYSIS GUIDEBOOK 

Box 8 .1 Selecting Appropriate Statistics 

U/B/M" IV/ DYs1 Model 

Mode U 1: N N X 

Median U 1: O N X 

Mean U 1: 1/R N X 

Range & interquartile 
range 

U 1: O N X 

Standard deviation & 
variance (sd 2) 

U 1: l/R N X 

Standard error (SE) & 
confidence interval (CI) 

U 1: l/R I X 

Chi-square B 1: N 1; N N X Y 

Single factor analysis of variance ("ANOVA") 

t-test B 1- N 
' " l l group) 

1: l/R 1 X > Y 

F-test B 1: l/R 1 X > Y 

Spearman rank-order 
coefficient (rKo) 

B 1 : 0 1: O N X Y 

Pearson correlation B 1: l/R 1: l/R 1 X Y 

Bivariate regression B 1: l/R 1: l/R 1 X > Y 

Multiple-factor A N O V A M 2+: N 1: l/R 1 

Xl l^J* Y 

Multivariate A N O V A 
(MANOVA) 

M 2+: N 2+: l/R 1 \ 
Discriminant Analysis M 2+: l/R 1: N 1 x, 

x , 
x , 
x . 

Factor Analysis M 2+: l/R None 
{factors 
emerge) 

N/l 
x 3 

x 3 

x< 

Multiple Regression M 2+: l/R 1: l/R 1 

Y 

x l 
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Logistic Regression M 2+: i/R 1: 
N(2-cat) 

1 

X; . j * y 

Canonical Correlation M 2+: l/R 2+ : l/R 1 x, 
x 2 

x 3 

x< 

Cluster Analysis M 2+: l/R None 
(clusters 
emerge) 

1 x, 
x , c , 
x , > c , 
K 

Multidimensional Scaling M 2+: l/R None 
(dims.are 
extracted) 

! x, 
x , 
x , 
x . 

D „ etc. 

Structural Equation 
Modeling 

M 2+: l/R 1 +: l/R N/i 

X2 >Y, ^ Y 4 

a. Univariate, Bivariate or Multivariate 
b. Independent Variable(s), numberand assumed level of measurement(N = nominal, O = ordinal 

l/R = interval/ratio) 
c. Dependent variabie(s), number and assumed level of measurement 
d. Inferential or nonparametric statistic 

s 
I 

strongly related to content features?" a canonical correlation might be in or­
der, so long as all the variables are measured at the interval or ratio level.'1 The 
canonical correlation w i l l reveal patterns of linear relationships between a set 
o f multiple independent variables {the formal features) and a set of multiple 
dependent variables (content features). 

Imagine that a hypothesis states, " A soap opera character's physical attrac­
tiveness, age, and apparent social status w i l l relate to whether the character's 
verbal orders are frequently obeyed by others." I f all four variables are mea­
sured at the ratio level, then multiple regression is appropriate (three inde­
pendent variables, physical^attractiveness, age, and social status, lead to a sin­
gle dependent variable, frequency of successful ordering). I f the hypothesis is 
"Fear o f failure, fear o f rejection, and avoidance of uncertainty w i l l all be 
greater for unmarried individuals than for married individuals," i t sounds like 
a job for M A N O V A , i n that a single independent, nominal variable (marital 
status) predicts three dependent variables, all measured at the interval or ratio 
level (fear of failure, fear of rejection, and avoidance o f uncertainty, all 
psychographic content analysis measures). 
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. This is an obvious simplification. Each statistical test has additional as­
sumptions and features. For example, i n the case o f M A N O V A , the dependent 
variables are assumed to be related to one another (otherwise, there w o u l d be 
no need for an overall M A N O V A test, in that each dependent variable could be 
assessed separately, a clearer and simpler process). This chapter w i l l not be able 
to present all the ins and outs o f statistical analysis. Box 8.1 and these examples 
are provided to steer the reader in the right direction, but he or she needs to 
know a great deal more about the chosen statistical tests than can be conveyed 
here. 

The sections that follow are designed to acquaint the reader w i t h a variety 
o f statistical and graphical presentations for content analysis findings. I n each 
case, an attempt is made to link the findings back to a motivating hypothesis or 
research question. 5 

F r e q u e n c i e s 

For basic univariate frequencies, several main options are available: numeric 
frequencies, pie charts, and bar graphs. Table 8.1 shows basic numeric fre­
quencies from a study by Olson (1994), a content analysis of sexual activity i n 
105 hours o f network daytime soap opera programming, setting those find­
ings side by side w i t h the findings f rom an earlier study by Lowry and Towles 
(1989). Frequencies are reported for I I variables, w i t h most expressed as 
hourly rates (number of occurrences divided by number of hours i n the sam­
ple). These findings would answer a research question such as, "What are the 
types and frequencies of sexual behaviors (physical, implied, and verbal) and 
their consequences as depicted on daytime soap operas?" N o specific hypothe­
ses are being tested, and correspondingly, there are no tests o f statistical signif­
icance. 

What tests could have been used? I f a hypothesis predicted that the hourly 
rate o f erotic touching was significantly greater than zero, a one-sample z-test 
could be used. To address a research question or hypothesis comparing the 
Olson (1994) results w i t h the Lowry and Towles (1989) results, bivariate 
tests—f-tests and difference-of-proportions tests—could be used6 (Voelker 8c 
O r t o n , 1993). A n d i f the Olson results are to be generalized to a population o f 
soap opera episodes, then confidence intervals would need to be reported for 
each o f the figures i n the 1989-1990 column i n Table 8.1 (see Box 4.1). 

Figure 8.. 1 gives an example o f a frequency pie chart. Using the relational 
coding scheme developed by Rogers and Farace (1975), Fairhurst et al. 
(1987) analyzed messages exchanged i n conversations between managers and 
subordinates at two Midwestern manufacturing plants. Nearly 12,000 mes­
sages f rom 45 manager-subordinate dyads were analyzed. One element o f the 
coding scheme examines the control direction o f each message: "Messages as­
serting definitional rights are coded one up ( f ) , accepting or requesting 
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Table 8.1 Rate Results With Comparison to 1987 Sample 

Rate 

1987 1989-1990 

I A . Frequency & type of sexual behaviors 

Intercourse, physical 0 n 

Implied .3 .10 

Verbal references 1.3 1.50 

Erotic touching 4.1 .15 

Discouraged acts (aggressive sexual contact & prostitution) .2 .16 

I B . Character portrayals of implied and verbal depictions of sexuai intercourse 

Unmarried partners 1.50 1.12 

Married partners .10 .50 

Age 30 to 40 years old 47%" 68% 

I C . Consequences 

Pregnancy prevention 0 .04 

S T D s 0 0 

A I D S 0 .04 

S O U R C E : Reprinted by permission from Journalism Quarterly, Vo l . 71, p. 846 (Olson, 1994). 
a. Rate per hour 
b. Sample from 1982 

other's de f in i t ion o f the relationship are coded one d o w n ( 1 ) , and non-
demanding, nonaccepting, leveling movements are coded one across (—>)" 
(pp. 401-402). The analysis revealed a preponderance of messages that were 
one across for both managers and subordinates. About 65% o f all messages 
were one across, 18% were one down, and 17% were one up. For messages gen­
erated by subordinates, the figures were 66% one across, 16% one down, and 
18% one up. Messages generated'by managers were 63% one across, 22% one 
down, and 15% one up, as displayed in Figure 8 .1 . The findings reported i n the 
figure are an appropriate answer to a research question such as, "What are the 
relative frequencies of occurrence o f the different types o f control directions 
for messages generated by managers and conveyed to subordinates?" N o sta­
tistical tests are employed arid no hypotheses are addressed by this descriptive 
port ion o f the findings.7 

A th i rd option for presenting basic frequencies is shown in.Figure 8.2, 
showing some of the results from Sengupta's (1996) study of television com­
mercials i n the United States and India. The chart indicates what percentage o f 
the two samples contained each o f four types of "hedonistic" appeals—moder­
nity, straight hedonism, image, and variety. I n this bivariate analysis, the inde­
pendent variable is the country, and the dependent variables are the four hedo-
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Figure 8 .1. M a n a g e r C o n t r o l M o v e s : Percentages pe r T y p e 

S O U R C E : Adapted from results reported in Fairhurst et a l . (1987) . 

25.00%-

20.00%-

15.00%-

10.00%-

s.oo%-

o.oo%-
Modemily Hedonism Image Variety 

Figure 8.2. Percentage of Hedonistic Appeals 
S O U R C E : Reprinted from Sengupta, Subir. (1996). Understanding consumption related values 
from advertising: A content analysis of television commercials from India and the United States. 
Gazette, 57,81 -96. Copyright© 1996, with kind permission from Kluwer Academic Publishers. 

nistic appeals. I n his text, Sengupta provides A N O V A tests comparing the two 
countries, and all four are statistically significant. Thus, we can see how a visual 
presentation can help w i t h bivariate as well as univariate analysis, i n this case, 
helping the reader understand the comparative use of the different hedonistic 
appeals. The results as presented i n Figure 8.2 would answer research ques­
tions such as, " H o w frequently do the four hedonistic appeals appear i n U.S. 
T V commercials? . . . i n Indian commercials?" 

DitJOIA 

7 . 9 3 % 
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Americas 

3 

M l 

Figure 8.3. N e t w o r k of Coun t r i e s C o v e r e d by Reuters at the W T O M e e t i n g 
SOURCE : Reprinted from Chang, Tsan-Kuo. (1998). A! l countries not created equal to be news: World 
system and international communication. Communication Research, 25,528-563, copyright© 1998 by 
Sage Publications, inc. Reprinted by Permission of Sage Publications, Inc . 

NOTE : W T O = World Trade Organization. Entries represent frequencies of W T O countries in the same re­
gion co-covered by Reuters in at least three different stories from Day 1 through Day 4 (December 9-12, 
1996, n = 116). Based on multiple coding, each pair was counted only once in the same story. Frequencies 
of co-coverage between the United States and other countries were as follows: India, 16; Indonesia, 16; 
South Korea, 11 ; Norway, 10; United Kingdom, 8; Germany, 8; Hong Kong, 7; Pakistan, 5; Switzerland, 5; 
Thai land, 5; and Brunei, 3. Other cross-zone linkages are not shown. 

Co-Occurrences and In-Context Occurrences 

Chang (1998) provides a visually appealing way o f presenting simple co­
occurrences o f concepts in a study of international news coverage. His graphi­
cal display is shown i n Figure 8.3. Focusing on coverage of the first World 
Trade Organization ( W T O ) conference i n 1996, he content analyzed 
Reuters's news service coverage of countries attending the conference. He di ­
agramed die key co-occurrences. He concluded that among the 28 nations di ­
agramed, four core countries and regions—the United States, the European 
U n i o n , Japan, and Canada—dominated the coverage. This provides an answer 
to the research question, " W i l l the pattern of network coverage o f the W T O 
conference center around the core countries?" 
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Table 8.2 KWiC Analysis of Fear in Coleridge's The Ancient Mariner 

Line 233 fear thee, ancyent Marinere! 

thy skinny hand; 

not, fear not, thou wedding guest! 

not, thou wedding guest! 

and dread, 

Line 234 fear 

Line 237 Fear 

Line 237 Fear not. 

Doth walk in 

I turned my head in 

fear 

Line 305 fear 

Line 348 fear and dread 

"Key w o r d in context" ( K W I C ) findings are rather microscopic and 
idiographic, not truly in the spirit o f the summarizing nature o f content analy­
sis. However, they are very much a part o f the content analysis literature. A 
sample presentation o f a K W I C analysis is shown i n Table 8.2. This example is 
the result of a search for the w o r d fear i n Coleridge's The Rime of the Ancient 
Mariner. These findings would answer a research question such as, " I n what 
ways is the concept of fear used by Coleridge?" 

Some o f the more interesting content analyses have collected longitudinal 
data and are able to present findings along a time line. The statistical tests o f 
such time lines are sophisticated, typically involving lagged correlations or 
time-series analysis (Collins 8c H o r n , 1991; Cryer, 1986; H a m i l t o n , 1994; 
Hogenraad, McKenzie, 8c Mardndale, 1997; Poole, Van de Ven, Dooley, 8c 
Holmes, 2000). Such analyses allow the discovery not only o f cross-sectional 
relationships but also over-time impacts o f message content on social habits 
and behaviors. Studies have looked at such relationships as that between news 
coverage and various types o f public opinion (Brosius & Kepplinger, 1992; 
Gonzenbach, 1992; Her tog &c Fan, 1995; Jasperson et al., 1998; Jenkins, 
1999; Watt, Mazza, 8c Snyder, 1993) and the relationship between news con­
tent and the seeking of health care by individuals (Yanovitzky Sc Bl i tz , 2000) . 8 

Pileggi, Grabe, Holderman, and de Montigny (2000) studied the plot 
structures o f top-grossing Hol lywood films about business released between 
1933 and 1993, developing a multifaceted " m y t h index" that measured preva­
lence of a pro-American dream message. They found that the correlation be­
tween an index of national economic well-being (based on unemployment and 
federal deficit figures) and their myth index was maximized w i t h a 2-year lag, 
that is, when the economic index was matched wi th the myth index 2 years 
later. They interpreted these findings as suggesting that " H o l l y w o o d films 

Time Lines 
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- » - Policy Satisfaction -o-Number of Stories 

Figure 8.4. Number of Newspaper Stories About Governor Patten's Reform 
Proposai and Satisfaction With Patten's Reform Policy 
S O U R C E : Copyright 1996 from Political Communication by Lars Wil inat and j ian-Hua Zhu. 
Reproduced by permission of Taylor & Francis, Inc. , http://www.routledge-ny.com 

tend to replicate existing economic conditions rather than promote changes i n 
economic conditions" (p. 221). 

Figures 8.4 and 8.5 present two time lines. Figure 8.4 shows a port ion o f 
Wilinat and Zhu's ( 1996) time-series analysis o f newspaper coverage and pub­
lic opinion regarding Governor Patten's democratization plan for H o n g 
Kong. Using an agenda-setting perspective, they predicted a first-order link 
relationship between H o n g Kong newspaper coverage and public approval of 
Patten's reform proposal, as measured via a weekly public opinion pol l . Figure 
8.4 shows the trends for the two variables graphically. Using an A R I M A 
time-series model, the researchers found a significant prediction o f public pol­
icy satisfaction f rom news coverage, w i t h a 1-week delay. The statistically sig­
nificant results confirm the agenda-setting hypothesis, "Greater newspaper 
coverage o f the governor's proposal w i l l lead to greater approval by the pub­
l i c . " 

Figure 8.5 shows Finkel and Geer's ( 1998 ) analysis of political advertising 
tone, operationally defined as the percentage o f positive issue and trait ap­
peals, i n T V commercials run by the two major party candidates for the U.S. 
presidential elections from I960 through 1992. The graph also charts figures 
for national voter turnout during this period. The graph shows an overall 
trend toward more negative political advertising, w i t h a positive swell i n the 
1970s. This graph would answer a research question such as, "Has political 
television advertising tone i n U.S. presidential races changed i n the past three 
decades?" I n addition to displaying the graph, Finkel and Geer also used logis­
tic regression to test whether voter turnout was affected by overall advertising 

http://www.routledge-ny.com
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Figure 8.5. Advertising Tone and Turnout, 1960-1992 
S O U R C E : Reprinted from Finkel , Steven £., & Geer, John C . (1998). A spot check: Casting doubt 
on the demobil izing effect of attack advertising. American journal of Political Science, 42, 
573-595, © 1 9 9 8 . 

tone over the 1960-1992 period, concluding that it was not a significant fac­
tor. 9 

B i v a r i a t e R e l a t i o n s h i p s 

Formal tests o f relationships between two variables (one independent, one de­
pendent) may be conducted w i t h bivariate statistics. Table 8.3 shows a tabular 
presentation of a couple o f two-variable relationships. Schreer and Strichartz 
(1997) conducted a content analysis o f 428 pieces of restroom graffiti f r o m 
two U.S. campuses (one college and one university). Each "gra f f i to " was 
coded into one of 19 categories (as shown i n Table 8.3, ranging f rom ethnic 
insult to other/miscellaneous). I n their table, Schreer and Strichartz cross-
tabulated the 19-category graffiti type variable w i t h two other variables (gen­
der and type o f campus). I n their text, the researchers collapsed categories and 
conducted a series o f chi-square tests, concluding that men and women differ 
only i n their use of insults, and the two types o f campus differ only i n the oc­
currence o f insults and the display of political issues in the graffit i . The results 
answer a general research question: " D o gender of the writer and type o f col­
lege or university campus relate to the type o f graffiti found on restroom 
walls?" 



Results and Reporting 179 

Table 8.3 Number and Percentage of Graffiti for Each Category by 
Sex of Writer and by College Campus 

Men Women College University 

Category n % n % n % n % 

insults 

Ethnic 1 0 : 3 0 0 2 1 8 4 

Sexist 3 1 1 1 1 0 3 2 

Homophobic 14 4 0 0 7 3 7 3 

General 30 9 8 9 20 9 18 9 

Total 57 17 9 11 30 13 36 18 

Sexual 

Heterosexual 9 3 4 5 10 4 3 2 

Homosexual 39 11 5 6 24 10 20 10 

Odd sexual 6 2 0 0 4 2 2 1 

Total 54 16 9 11 38 16 25 13 

Humor 

Scatological 18 5 0 0 12 5 6 3 

Sexual 21 6 2 2 8 3 15 8 

General 11 3 7 8 6 3 12 6 

Total 50 15 9 11 26 11 33 17 

Social Issues 

Political 17 5 17 20 8 3 26 13 

Philosophy 8 2 2 2 3 1 7 3 

Fraternity, sorority 20 6 1 1 15 7 6 3 

Religion 4 1 0 0 1 1 3 2 

Drugs 15 4 2 2 8 3 9 5 

Music 15 4 1 1 9 4 7 3 

Sports 9 3 0 0 8 3 1 1 

Romantic 2 1 4 5 3 1 3 2 

Total 90 26 27 31 55 23 62 32 

Other 

Miscellaneous 91 27 32 37 82 36 41 21 

Overal l Total ( N = 428) 342 86 231 197 

S O U R C E : Reproduced with permission of authors and publisher from Schreer, George E., & Strichartz, 
Jeremy M. (1997} . Private restroom graffiti: An analysis of controversial social issues on two college cam­
puses. Psychological Reports, 8 X, 1067-1074, © Psychological Reports 1997. 

I n Table 8.4, we see a classic example o f a cross-tabulation table w i t h a 
chi-square test. Taylor and Taylor (1994) conducted a content analysis of over 
700 Michigan highway billboards i n both rural and urban areas, wi th an eye to 
identifying the prevalence o f ads for alcohol and tobacco products, which have 
come under criticism by legislators. The table indicates that although alcohol 
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Table 8.4 Urban Versus Rural Billboard Location by Alcohol/Cigarette Product 
Category Versus All Others 

Alcohol and Tobacco 
Billboards All Other Billboards 

42 31 
Urban 11 ,7% 8 8 . 3 % 

76 .4% 4 8 . 9 % 

13 332 
Rural 3 .8% 9 6 . 2 % 

23 .6% 5 1 . 1 % 

360 
5 1 . 1 % 

345 
4 8 . 9 % 

55 650 705 
7 .8% 9 2 . 2 % 1 0 0 . 0 % 

(x'= 14.20, p < . 0 0 1 ) 

S O U R C E : Reprinted with permission from Journal of Public Policy & Marketing, published by the Ameri­
can Marketing Association, Charles R. Taylor & John C. Taylor, 1994, Vol . 13, p. 104. 
NOTES : This table indicates the number of alcohol or tobacco billboards by urban and rural areas. Urban 
areas contained more than three times the number of such biliboards as rural areas. Overa l l , 7 . 8 % of all 
billboards were for alcohol or cigarette products. The first percentage figure in each cel l is a row percent­
age. The second percentage is the to îumn percentage. 

and tobacco billboards were relatively uncommon (constituting only 7.8% of 
the entire sample), they were significantly more common along urban high­
ways (11.7% o f urban billboards, compared w i t h 3.8% o f rural billboards). The 
significant chi-square of 14.20 (p < .001) indicates that this pattern o f differ­
ence between urban and rural is significantly different f rom a chance distribu­
t ion . The finding would support a hypothesis o f "Alcohol and tobacco bi l l ­
boards w i l l be more commonly found along urban highways than along rural 
highways." 

Table 8.5 presents results from Cutler and lavalgi (1992), i n which 21 
bivariate relationships are compactly summarized i n one table. The 21 de­
pendent variables—a variety o f form and content variables for ads i n women's, 
business, and general-interest magazines—were each broken down by the 
main independent variable, country o f origin (United States, U . K . , France). 
When the dependent variable was nominal, the chi-square statistic was used. 
When the dependent was ratio, A N O V A was used (JPtcst), The table indicates 
whether each o f the 21 hypotheses was supported. For example, H l c , "The 
frequency o f usage o f black-and-white visuals w i l l differ significantly by coun­
t r y , " was supported w i t h a statistically significant chi-square. A n d H l a , "The 
size o f the visual w i l l differ significantly by country," received support w i t h a 
statistically significant Ptest, indicating that the difference in the three coun­
try means ( w i t h French visuals the largest, U.S. visuals the next largest, and 
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Table 8.5 Component Differences by Country by Product 

Hypothesis Number U.S. U.K. France Significance Level 
Support for 
Hypothesis 

Not product specific 

1c black and white 5 .7% 1 1 . 3 % 1 3 . 2 % 

2b comparison 10 .0% • 4 . 7 % 1.0% 

3a minority race* 6 .8% 4 . 8 % 7 .1% 

3b elderly person* 2 . 7% 2 . 4 % 1.4% 

3c chi ldren* 1 5 . 5 % 3 .6% 5 .7% 

Durables product line 

l a size 336cm 315cm 390cm 

1b photograph 7 2 . 9 % 7 4 . 7 % 4 8 . 5 % 

1d product shown 5 7 . 3 % 6 0 . 2 % 4 9 . 0 % 

1e product size 117cm 124cm 157cm 

1f price shown 16 .7% 2 4 . 1 % 1 6 . 3 % 

2a description 6 8 . 8 % 6 7 . 5 % 7 2 . 7 % 

2c association 5 1 . 0 % 3 7 . 3 % 4 2 . 4 % 

2d symbolic 10 .4% 1 6 . 9 % 3 7 . 4 % 

Nondurables product line 

l a size 362cm 389cm 431cm 

l b photograph 8 2 . 3 % 6 8 . 4 % 6 0 . 0 % 

I d productshown 4 1 . 6 % 4 9 . 1 % 3 7 . 5 % 

l e product size 88cm 96cm 126cm 

1f price shown 6 .2% 8 .6% 1 5 . 2 % 

2a description 4 3 . 2 % 4 2 . 0 % 3 9 . 0 % 

2c association 6 5 . 0 % 4 3 . 7 % 5 1 . 4 % 

2d symbolic 6 . 2 % 2 3 . 6 % 2 0 . 0 % 

x'= 10.1, n = 795, p = .01 

x' = 19.7, n = 800, p = .00 

small cells 

small cells 

X = 10.4, n = 302, p = .01 

F = 4.8, n = 277, p = .01 

X : = 17.9,rJ = 2 7 8 , p = .00 

x' = 2.6, n = 277, p = .28 

F = 3 . 1 , n = 288, p = .05 

X s = 2.2, n = 277, p = .33 

X 3 = 0.7, n = 278, p = .72 

X 2 = 3.5, n = 2 7 8 , p = .17 

X I = 22.5, n = 2 7 8 , p = . 0 0 

F = 4 . 6 , n = 5 2 1 , p = . 0 l 

X 3 = 21.6, n = 522, p = .00 

I2 = 4 .1 , n = 520, p 

F =3.9, n = 536, p 

i = .13 

• = .02 

K

7 = 7.4, /? = 5 2 1 , p = .02 

X 1 = 0 .5 , n = 522, p = .77 

x ' = 19.4, n = 522 , p= .00 

X 3 = 27 .3 , n = 522 , p = .00 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

supported 

SOURCE : Reprinted from Cutler, Bob D., & Javalgi, Rakshekhar C . (1992). A cross-cultural analysis of the 
visual components of print advertising: The United States and the European community, journal of Adver­
tising Research, 32{\), 71 -80. 
*Percentage of ads containing a person rather than percentage of all ads (38% of ads contained at least 
one person). 

U . K . visuals the smallest) may be generalized to the populations f rom which 
the ads were drawn. 1 0 ' 

Figure 8.6 shows correlational results from Smith's (1999) analysis o f 
women's images in female-focused films o f the 1930s, 1940s, and 1990s. Ex­
amining the 307 principal characters in the 60 randomly selected films, she 
measured a wide range o f descriptive and psychologically based variables (see 
Chapter 1 for more information). Her summative scales measuring female sex-
role traits and psychoticism were found to be linearly related (r = - .698, p < 
.001). That relationship is graphed in Figure 8 .6 . u This negative correlation 
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Figure 8.6. Cha rac te r s in Fema le -Foe used F i l m s 

S O U R C E : Adapted from results reported in Smith (1999). 

would support a hypothesis o f "The more psychotic a character is portrayed, 
the fewer female sex-role traits that character is likely to exhibit ." The statisti­
cal significance o f p < .001 indicates that we are more than 99.9% confident in 
generalizing the finding to all characters in the population o f films from which 
the sample was drawn. 

M u l t i v a r i a t e R e l a t i o n s h i p s 

I n Table 8.6, we see the results o f a stepwise multiple regression 1 2 f rom 
Naccarato and Neuendorfs (1998) study o f business-to-business magazine 
ads (also see Box 3.2). I n a first-order, unit-by-unit l inking o f content analysis 
variables and a noncontent analysis dependent variable, the researchers ex­
plored the relationship between form and content attributes o f the ads and the 
ads' success in generating recall among readers. Their table indicates that a 
model o f seven significant predictors (independent variables) was successful in 
significantly predicting recall, wi th 58% o f the variance in recall explained (F= 
37.83, p = .0001). The beta coefficients show the relative size and direction o f 
the individual, unique (partial) contributions o f the seven independent vari­
ables—presentation as a tabloid spread, use o f color, having copy i n the bot­
tom half o f the ad, having larger subvisuals, and advertising a service rather 
than a product are all positive predictors o f recall, whereas presentation as a 
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Table 8.6 Stepwise Prediction of Aided Advertisement Recall 

Reliability Frequency 
Independent Variable Pearson r (% or r) (%) Final Beta 

Form variables 

Fractional page - .53 9 6 % 19 .4% - .47 <-0001* 
Junior page . - . 15 9 6 % 4 7 . 4 % - .34 <-0001* 
Tabloid spread .36 9 6 % 6 .9% .31 < .0001 * 
Coior .48 .92 (r) NA .24 < .0001 * 
Copy in bottom half .10 7 8 % 4 9 . 8 % .18 .0002* 
Copy in right half - . 0 4 7 8 % 1 4 . 2 % - .16 .0005* 
Major visual chart/graph - . 12 7 5 % 1.6% - . 1 0 .0140 
Average size of subvisuals .18 85-100% NA .09 .0336 

Content variables 

Service advertised .18 8 4 % 2 0 . 6 % .12 .0059 
Total R2 = . 59 ; Adjusted R ! = .58 

F(9,2330) = 37 .83 ; Sig. = .0001 

S O U R C E : From Naccarato, John L , & Neuendorf, Kimberly A . (1998). Reprinted with permission. 
*Sig. holds at < p .05 using Bonferroni test (criterion = .0007) for the final 75 independent variables en­
tered in the multiple regression. 
NOTE : NA indicates the reliability or frequency is not applicable because variables in this table have 
been combined, averaged, or otherwise manipulated from the original measures(s). 

fractional page or junior page, having copy in the right half o f the ad, and hav­
ing a chart or graph as the major visual are all negative predictors o f recall. 
Overall, the multiple regression findings answer the research question, "To 
what extent do form and content attributes predict recall for business-to-busi­
ness print ads?"1 3 The statistical significance of the regression means that the 
results may be generalized to the population of ads f rom which the sample was 
randomly drawn. 

I n their study o f magazines' coverage o f breast cancer issues, Andsager 
and Powers (1999) used cluster analysis to combine sets o f frequently co-
occurring concepts. Then, they used an M D S (using VBMap) to discover d i ­
mensions of discrimination among the concept clusters and to illustrate the re­
lationships among clusters. This is a form o f semantic mapping similar to that 
employed by the CATPAC program. I n Figure 8.7, their MDS map for news 
magazines is shown. Each labeled circle represents a cluster o f concepts. Clus­
ters that are close to one another occur together frequently i n the sample o f 
news stories. For example', "biopsy" and "early detection" are close together, 
indicating that stories that included biopsy-related words are likely to also i n ­
clude early-detection-related terms. A n d the closeness of Newsweek to the two 
clusters indicates that the stories i n Newsweek are likely to include concepts 
f r o m the two clusters. Although sophisticated, the researchers' analyses would 
have to be classified as nonparametric—no statistics are available to assess 
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jime Insurance 

Neiosiveek 

Figure 8.7. Breast Cancer Frames in News Magazines 
S O U R C E : Reprinted with permission from Andsager, Julie L , & Powers, Angela . (1999) . Social or eco­
nomic concerns: How news and women's magazines framed breast cancer in the 1990s. journalism and 
Mass Communication Quarterly, 76, 531-550. 

whether the results are generalizabie to the population o f news magazine sto­
ries. They would properly address a research question such as " H o w do news 
magazines differ i n their framing of stories about breast cancer?" 

Figure 8.8 presents a simple semantic map, from Carley (1994). This type 
o f research uses text content analysis to discover patterns o f usage and co­
occurrence o f linguistic concepts i n messages, coupled wi th map analysis as a 
method o f displaying the contexts o f occurrence o f key concepts. Carley's 
work has examined the efficacy o f using such language analysis techniques to 
draw conclusions about cultural differences, similarities, and change (e.g., 
Carley, 1994; Palmquist, Carley, 8c Dale, 1997). One o f several examples i n 
Carley (1994) is that o f the representation o f robots i n science fiction. The re­
searcher conducted an analysis of passages from science fiction books that de­
scribed individual robots during three different time periods—pre-1950s, the 
1950s and 1960s, and the 1970s and 1980s. Figure 8.8 presents linkages that 
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good overall 

Figure 8.8. definition of Robot as Shared Across Three Time Periods 
S O U R C E : Reprinted from Poetics, 22, Carley, Kathleen, Extracting culture through textual analysis, 291¬
312 , copyright 1994 , with permission from Elsevier Science. 

i ' 

are apparent i n the literature o f all three periods. I n the figure, we see a wide 
variety o f frequently occurring coded descriptors within five general classes o f 
discourse about robots (e.g., emotions, features, action). As Carley notes i n 
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her interpretation o f the figure, "a map based on the social knowledge that is 
present i n all three time periods," 

Most authors described robots as being able to walk, talk, hear, reason 
and think. Robots typically have a face and eyes, and memory. I n general 
there is some agreement that something about robots is good (although 
there is no agreement about what it is). I n addition, robots are of a par­
ticular type, take action, have features and emotions, and evoke feelings 
in the other characters in the story, (p. 300) 

The nonparametric mapping shown in Figure 8.8 would answer a research ques­
tion such as, " H o w are robots depicted in science fiction literature?" 

Other analyses i n the Carley (1994) article point out differences i n the 
treatment o f robots over the three time periods. For example, i n the pre-1950s 
period, robots were generally depicted as nonmetallic humanoids capable o f 
murder and displaying emotions such as anger, fear, and pain. By the 
1970s-1980s period, the prototypical science fiction robot was now a metallic 
humanoid capable o f friendship, pride, and loyalty. 

Structural equation modeling is the most comprehensive f o r m o f 
multivariate analysis, allowing multistep causal links to be specified and tested. 
Watt and Welch (1983,) provide a good example o f a path model that tests rela­
tionships between content analytic variables and receiver responses, a nice ex­
ample of a first-order integrative l ink (see Figure 8.9). The researchers con­
ducted an experiment i n which children viewed episodes of Sesame Street or 
Mister Rogers* Neighborhood, and their responses to different program seg­
ments were measured. Dur ing the viewing, the subject's attention level was 
coded by an observer. After the viewing, unaided recall and recognition were 
both measured via interview. I n the content analysis port ion o f the study, the 
different program segments were coded for levels o f four types of complexity 
—audio static, audio dynamic, video static, and video dynamic (see also Box 
5.2). The result is the model i n Figure 8.9, which indicates significant and 
nonsignificant links among variables. W i t h such a rich model, there are many 
interpretive statements that could be made. For example, a significant nega­
tive relationship is shown between video dynamic complexity and recall; we 
can say that when controll ing for other types o f complexity, the more complex 
the video movement (e.g., fast editing, lots o f mot ion i n shots), the less the 
child can remember. This would support a hypothesis o f "Video dynamic com­
plexity w i l l result i n lower program segment recall for children, when control­
l ing for other types o f complexity." 

The output examples presented in this chapter are not intended to be ex­
haustive—many other models exist. Some methods o f presentation cannot be 
anticipated and are unique to the pieces o f research. For example, i n Figure 
8.10, we may examine WhisselPs (1996) construction o f what she calls her 
"Emot ion Clock," a descriptive application o f emotional stylometrics. Based 
on norms established by 50 different text sources, a new message may be plot-
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Audio Stat ic 
Complexity 

Audio Dynomic 
Complexity 

Video Stat ic 
Complexity 

Video Dynamic 
Compiexity 

Recognition 

df = 391. 
° p < .001. 
b p < .01. 
c p < .05. 
d p = N.S . 

df = 587 . 
, ! p < .001. 
!p < .01. 
sp < .05. 
h p = N .S . 

F igu re 8.9. Path Modei, Combined Sesame Street and Mister Rogers' Neighborhood D a t a 
S O U R C E : Reprinted with permission from Watt, James H. jr . , & We lch , A l ic ia j . (1983). Effects of static 
and dynamic complexity on children's attention and recall of televised instruction. In Jennings Bryant & 
Daniel R. Anderson (Eds.), Children's understanding of television: Research on attention and comprehen­
sion (pp. 69-102). New York: Academic Press. 

ted by its ratings on two content analysis indexes, pleasantness (evaluation) 
and activation. I n Figure 8.10, we see the results ofWhissell's content analysis 
of 15 Beatles songs written by Lennon-McCartney. The 12 words around the 
perimeter o f the "clock" aid in the interpretation o f the songs' placements. 

I t should be clear by now that the range of options for the presentation of 
content analysis findings is as great as the range for presenting any quantitative 
findings. The content anályst needs to be as well versed i n statistical methods 
and modes o f presentation as any survey researcher or experimentalist. 

Several practical guidelines could be summarized f rom the material i n this 
chapter: 

1 . The researcher should be sure that results directly address hypotheses or 
research questions. 
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F i g u r e 8 . 1 0 . T h e Loca t ion of F i f teen D i f fe rent L e n n o n - M c C a r t n e y Songs o n the E m o t i o n 

C l o c k . 

S O U R C E : Whissef l , Cynthia . (1996) . Traditional and emotional stylometric analysis of the songs of Bea­
tles Paul McCartney and John Lennon. Computers and the Humanities, 30 ,257-265 . Figure 2, copyright© 
1996 , Computers and the Humanities, w i th kind permission from Kluwer Academic Publishers. 
Legend: 1. I'll Follow the Sun, 2 . Getting Better, 3. Sgt. Pepper's Lonely Hearts Club Band, 4 . Run For Your 
Life, 5. Nota Second Time, 6. We Can Work It Out, 7. Magical Mystery Tour, 8. Mean Mr. Mustard, 9. Yer 
Blues, 10. Nowhere Man , 11. For No One , 12 . I'm Only Sleeping, 13 . Another G i r l , 14. Yellow Subma­
rine, 15. Martha My Dear 

2. Statistics should be selected that are appropriate to the levels of measure­
ment, sampling method, and model to be tested. 

3. Visual presentations may clarify and enhance purely statistical findings. 

N o t e s 

1. The .05 level indicates a Type I error of 5%; that is, there is a 5% chance of con­
cluding that there is a relationship when in fact there is none. 
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2. Every quantitative researcher has his or her own preferred statistics texts. 
Based on many years of experience teaching research methods and statistics, I offer my 
own recommendations: 

For univariate and bivariate statistics, 
Kachigan, 1986; Voeiker 8c Orton, 1993; Williams, 1992 

For general coverage of multivariate statistics, 
Hair, Anderson, Tatham, & Black, 1998; Kachigan, 1986 

For multiple regression, 
Cohen 8c Cohen, 1983 

For discriminant analysis, 
IClecka, 1980 

For ANOVA/MANOVA techniques, 
Bray & Maxwell, 1985; Keppel, 1991; Winer, 1971 

For canonical correlation, 
Thompson, 1984 

For cluster analysis, 
Aidenderfer Sc Blashfield, 1984 

For multidimensional scaling, 
Kruskal8cWish, 1978 

For structural equadon modeling, 
Maruyama, 1998 

3. Andrews, IClem, Davidson, O'Mailey, and Rodgers (1981) present a highly 
useful, even more comprehensive programmatic guide for selecting appropriate statis­
tics. 

4. I t should be noted that many multivariate tests that assume interval or ra­
tio-level measurement also accommodate "dummy coding," a method of representing 
a nominal, categorical variable with zeros and ones, allowing the dummied variables to 
be treated as interval or ratio. For example, gender may be coded as 0 - male, 1 = fe­
male, and then the variable (a 0/1 measure of "femaleness") may be used in such analy­
ses as multiple regression. A three-category variable would require two dummy vari­
ables to represent its information. For a more complete discussion, see Cohen and 
Cohen (1983). 

5. The research questions and hypotheses presented are in most cases hypotheti­
cal, not those presented by the researchers. This is due to several reasons, most promi­
nently the fact that the various results are presented here out of context. In addition, 
some research articles lack research questions, and others do not present an appropriate 
test of hypotiieses. 

6. Another mode of comparison sometimes used in content analyses of fictional 
media content is the contrast between the fictional and true-to-Hfe worlds. For exam­
ple, Gerbneretal. (1979.) have used a "TV world/real world" comparison in their work 
on violent television. And Dixon and Linz (2000) found key differences between TV 
portrayals of perpetrators of crimes and real-world crime statistics. 

7. Fairhurst et al. (1987) addressed five hypotheses and one research question in 
their article, using multiple regression and correlational analyses. 

8. Although many of the content analyses that use time-series analysis study me­
dia content over time, the application of time-series methods to other message types is 
also to be found, as in Langs, Badalamenti, and Bryant's (1991) study of interactions in 
therapeutic consultations. 
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9. Notice that the researchers are Unking their content analysis findings with 
noncontent analysis findings, voter turnout. This by-time linkage is what Chapter 3 
would identify as a first-order link, with year as the linking unit of analysis. 

10. As always, generalization is dependent on having a representative sample, typ­
ically a random sample. 

11. Another striking example of correlational findings and graphical presentation 
may be found in Pettijohn and Tesser (1999), who conducted a content analysis of pho­
tographs of female film stars and then, in a first-order integrative link based on year as 
the unit of analysis, attempted to relate their measures to a noncontent analysis indica­
tor, General Hard Times. First, based on the Annual Quigley Publications Poll, they 
identified the top American actresses from 1932 through 1995. Suitable photos for 57 
of the 85 actresses were available, and they were coded for a variety of facialmetric as­
sessments (from Cunningham's [1986] model of facial feature measurement). And 
they constructed their General Hard Times Measure as a standardized index of seven 
archival social and economic indicators, such as consumer price index and marriage 
rate. They identified seven statistically significant linear correlations between particular 
facial features and the Hard Times index across the 63-year period. They found that 
during hard economic and social times, actresses with thin cheeks, wide chins, and large 
chins are preferred, while actresses with large and high-placed eyes and prominent 
cheekbones are eschewed. 

12. In stepwise regression, only the variables that contribute significantly to the 
prediction of the dependent measure are retained in the model. 

13. The statistical procedure would also be an appropriate test of a hypothesis 
such as, "Form and content features will relate significantly to whether or not an ad is 
recalled." 



The intent of this chapter is to provide the reader wi th capsule descriptions 
of the status of research in many o f the main areas o f content analysis. The 

summaries are intended to hit the highlights o f common applications and ma­
jor trends and to refer the reader to optimal resources for learning about the 
use o f content analysis i n a variety o f contexts. 

The term context is used flexibly here. There are substantive contexts, such 
as the study o f gender roles in human interaction and in the media. There are 
form contexts, such as the emerging research on the nature o f the Internet. 
A n d there are ideological contexts, such as the semantic-network approach to 
the study o f linguistics. These are all ways i n which people have framed content 
analysis and therefore categories i n which bodies o f research have accumu­
lated. Framing involves selection and salience and generally transcends the 
particular medium (Jeffres, 1997). That is, the context o f minority images, for 
example, is composed of research i n a variety of disciplines, looking at images 
in many different media. 1 

Generally, the frames or contexts presented i n this chapter are scholarly, 
but the chapter also includes a section on known applied and commercial ap­
plications o f content analysis. These are harder to find than one might think, 
due to the proprietary nature o f much of the commercial work. Some o f the 
contexts o f study require a specialized knowledge base for the researcher—lin­
guistic analyses, psychological diagnoses, and musicological analyses o f mel­
ody, for example. The references given should point the reader i n the r ight d i ­
rection for learning more about such specialized bodies o f knowledge. Taken 
together, the various sections of this chapter present a snapshot o f the state o f 
the art in content analysis today. I n a final box, predictions for the future are 
presented. 

191 
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P s y c h o m e t r i c A p p l i c a t i o n s 
o f C o n t e n t A n a l y s i s 

The goal of some content analysis work is to discover psychological character­
istics about the individuals or groups who created the messages. A typical sce­
nario is one i n which a social researcher wants to make attributions about 2 psy­
chological traits or states from written or spoken messages created by a series 
of individuals. Obviously, consideration of both psychology and linguistics is 
involved. I t 's no wonder that the two areas are often linked i n the content anal­
ysis literature. When the goal is to measure these psychological characteristics, 
content analysis becomes a form of psychometrics (measures intended to tap 
internal, psychological constructs). 

There are two main approaches to psychometric content analysis, both o f 
which have been introduced in part elsewhere i n this book: (a) thematic con­
tent analysis and (b) clinical content analysis. The two approaches overlap 
somewhat (e.g., both, have measures o f personality and mood factors), and 
they also share characteristics w i t h studies from the literatures on open-ended 
coding, linguistic analyses, semantic networks, and stylometrics, as reviewed 
i n the discussion to follow. 

Thematic Content Analysis 

This type of content analysis attempts to measure psychological character­
istics of individuals, generally for survey or experimental purposes. The mea­
sures of the subjects' messages essentially stand in for other, alternative mea­
sures, such as self-report scales and indexes. The definitive early work on the 
use o f computers to conduct this type of content analysis is Stone et al.'s 
(1966) edited volume, The General Inquirer: A Computer Approach to Con­
tent Analysis? The essential contemporary source for this technique is Motiva­
tion and Personality: Handbook of Thematic Content Analysis (Smith, 1992), a 
fascinating and highly inclusive volume presenting no fewer than 80 different 
content analysis measurement schemes. Although the inclusiveness o f the 
work means that some newer measures might be less well validated than oth­
ers, the book is invaluable. 

From Smith's (1992) perspective, thematic content analysis is the scoring 
o f messages for content, style, or both for the purpose of assessing the charac­
teristics or experiences o f persons, groups, or historical periods (p. 1). This 
purpose is different than the goal of clinical work, where the outcome is a diag­
nosis o f a psychological pathology. Here, the researcher is simply trying to 
measure person-based variables in an alternative fashion—without having the 
individuals fill out questionnaires. According to Smith, all the content analysis 
measures i n the volume are oriented toward the use o f previously validated i n ­
dividual-differences measures o f "particular person variables" (p. 4) . For ex­
ample, the book includes such adapted measures as 
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Fear of success 
Leadership 

(Fleming) 
(Veroff) 
(Peterson) Helplessness 

The Protestant ethic (McClelland & Koestner) 
(McAdams) Job satisfaction 

Responsibility 
Self-definition 

(Winter) 
(Stewart) 

Although impressive, the Smith compilation is not absolute. Newer and 
alternative schemes are available. Schneider et al. (1992) used their own the­
matic analysis scheme to analyze employees' descriptions o f the service climate 
in their organization. Approaching the task from a more qualitative, semiotic 
(i.e., analysing the meaning of symbols) standpoint, Markel (1998) provides 
important bases for the in-depth study of speech as an indicator o f emotions 
and attitudes. He presents both idiographic and nomothetic paradigms and, 
using the latter, has developed an application o f a coding scheme for verbal ut­
terances (from Soskin 8c John, 1963). 

One well-used coding scheme for verbal samples (oral or written) is 
CAVE—content analysis of verbatim explanations (Peterson, Luborsky, Sr. 
Sellgman, 1983). Its goal is to assess each subject's causal attributions, mea­
suring whether they tend to f ind explanations for events that are internal ver­
sus external, stable versus unstable, and global versus specific (Peterson et al. , 
1988; Schulman et al. , 1989). Arelated coding method is for pessimistic rumi­
nation, a measure o f the frequency and intensity o f pessimistic attributions, 
emotions, and events (Satterfield, 1998; Zullow, 1991). 

Criteria-based content analysis, part of statement validity assessment, is 
most often used to establish the t ruth o f children's allegations o f sexual abuse 
(Tully, 1998). The technique looks for key criteria that would indicate lying 
(e.g., certain references, attributions, and expressed motivations; Horowitz et 
al., 1997). This application has attracted critics who claim that its validity has 
not yet been established (e.g., Shearer, 1999). 

Clinical Applications 

Perhaps beginning w i t h Freud's notion of "symptomatic texts" (Christie, 
1999), psychologists and psychiatrists have been interested i n tapping the i n ­
ner workings of the troubled mind i n an unobtrusive fashion, particularly by 
analyzing messages generated by that mind. W i t h the diagnosis o f psychologi­
cal problems a goal, some researchers and clinicians have worked to develop 
appropriate content analytic techniques. 

Lee and Peterson (1997) note that content analysis may be more than just 
an alternative to clinical diagnosis procedures, that i n fact i t may have advan­
tages because i t follows the scientific method: 

What makes content analysis more than just a clinical impression from 
text is the explicit specification by the researcher o f the rules used to 
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make inferences. Content analysis requires that the researcher obtain 
suitable material, develop a coding protocol, and ascertain the reliability 
and validity of actual coding. I n this sense, content analysis is no different 
in principle from other research methods, (p. 960) 

Probably the most published analyst w i t h regard to the clinical application 
o f psychological content analysis is Louis Gottschalk, who diagnosed 
Unabomber Ted Kaczynski as "not mentally impaired" based on the text o f his 
manifesto ("Assessing cognitive impairment," 1999) and President Reagan as 
experiencing a "significant increase" i n cognitive impairment between the 
1980 and 1984 presidential debates (although he held the release o f the find­
ings unt i l 1987; "Acclaimed neuroscientist pledges," 1997). Gottschalk's 
(1995) book, Content Analysis of Verbal Behavior: New Findings and Clinical 
Applications, is a comprehensive source o f information on the use and valida­
t ion o f the 20 measurement schemes he and his colleagues developed first for 
human coding and, later, for computer coding. The Gottschalk-Gleser Scales 
include measures for anxiety, hostility, cognitive impairment, depression, 
hope, sociality, narcissism, achievement strivings, and positive affect. 

Enthusiasm for Gottschalk's approach is tempered by Lee and Peterson 
(1997), w h o indicate skepticism toward Gottschalk and others using similar 
so-called microscopic approaches (i.e., Gottschalk uses the grammatical clause 
as his uni t o f data collection). They present as an alternative Luborsky's 
(1996) much more macroscopic approach, analyzing therapy transcripts be­
fore and after the onset o f a symptom. 

Open-Ended Written and Pictorial Responses 

Both human and computer coding may be applied to the analysis o f 
open-ended responses (Mohler 8c Zuell , i n press). I n either case, there are two 
types o f approaches to coding individuals' writ ten and pictorial responses to 
questions and stimulus materials. One approach uses any o f a variety o f preset 
coding (a. priori) schemes. When the goal is the measurement o f psychological 
constructs, i t essentially follows the thematic content analysis procedures de­
scribed earlier (perhaps the only difference is that the measures in this section 
are typically applied to communicative responses to specific questions or tasks 
rather than analyses o f fairly generic or naturally occurring speech or wri t ing) . 
The second approach uses emergent coding o f the content, i n which a coding 
scheme is established after all responses are collected; then, systematic content 
analysis is conducted applying this scheme to the responses, w i t h appropriate 
reliability assessment. 

Some o f the earliest devised and still popular pre-set open-ended coding 
applications are for thematic apperceptive measures (the best known is the 
TAT, or Thematic Apperception Test) and inkblot tests (such as the Ror-
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schach). Thematic apperceptive measures require individuals to respond by 
making up stories to go along w i t h a standard set o f pictures representing per­
sonal and interpersonal situations. Pre-set coding options include measures of 
need achievement, needaffdiation, and need power (Chusmir, 1985). Inkblot 
tests ask the subjects to report what they see in each o f a series o f symmetrical, 
abstract inkblots. The responses may be scored w i t h standard classifications 
for location (which portions o f the blots are used), determinants (the form, or 
structural, characteristics commented on) , and content (the substance o f what 
is seen, such as animal or human referents). Additional coding options have 
been proposed, such as Urist's application of a mutuality-of-autonomy mea­
sure (measuring perceived psychological autonomy o f others; Urist , 1977; 
Urist 8c Shill, 1982). 

Both types of measures were originally devised as projective tools for psy­
choanalysis, and some critics maintain that they cannot meet the standards o f 
psychometric measurement; rather, they maintain, the techniques are 
idiographic and provide stimuli that w i l l drive the clinical psychoanalytical 
process between analyst and subject (Aronow, Reznikoff, 8c Moreland, 1994; 
Gregory, 1987;Te'eni, 1998). 

Focusing on drawings rather than written responses to questions, the H u ­
man Figure Drawing literature i n psychology seeks to use evaluations o f draw­
ings as psychological diagnostic tests (Koppitz , 1984). Similarly, the 
Goodenough-Harris Drawing Test is a psychographic technique for assessing 
the intellectual maturity of young people (Harris 8c Pinder, 1974). Others 
have used pre-set coding schemes to categorize drawings. Stiles, Gibbons, and 
Schnelimann (1987) used a standard 10-variable coding scheme to establish 
significant gender differences between ninth-graders' drawings of the "ideal 
man" and the "ideal woman." A n d DiCarlo, Gibbons, ICaminslcy, Wright, and 
Stiles (2000), studying street children i n Honduras, found both age and gen­
der differences for an adapted "ideal person" coding scheme. 

The second approach to open-ended responses, that o f emergent coding, 
obviously uses coding schemes that are more idiosyncratic and less well vali­
dated but i n many instances may be the required technique. When no useful 
standard classification or coding scheme exists, or when the researcher wishes 
to begin the development o f a new scheme, the emergent option is employed. 
Crawford and Gressley (1991) faced just such a situation i n their study of hu­
mor preferences and practices for men and women. Their study participants 
were asked to write a paragraph about a specific individual w i t h an "outstand­
ing sense o f humor" (p. 22,i) . Respondents' answers were transcribed and ex­
amined by the researchers, who discerned five theme dimensions: hostility, 
jokes, real-life humor, creativity, and caring. These five were used as separate 
variables, and each original writ ten narrative was coded for the presence or ab­
sence o f each. A high level o f intercoder agreement was reached. 

A n alternative to the researchers' inspection and derivation o f the five d i ­
mensions would be for volunteers, blind to the purpose o f the research, to de­
rive the dimensions. A l l unique responses could be typed on cards, and then 
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volunteers could each perform a card sort, 4 placing the cards in the smallest 
number o f piles possible, based on perceived similarity. The patterns emerging 
from different volunteers would be compared, and important commonalities 
used to create the dimensions that would be used for final coding o f the 
open-ended responses. 

L i n g u i s t i c s a n d S e m a n t i c N e t w o r k s 

Linguistics^ the study o f the structure and nature o f human speech. There is a 
range of emphases, f rom the structural, " f o r m - a l , " study o f syntax to the more 
semantically focused study o f language meaning (Markel, 1998). The latter 
overlaps w i t h other areas o f message study, particularly thematic content anal­
ysis for psychographic purposes. 

Quantitative content analysis is only one of many approaches used in l in­
guistics. Many cross-language comparisons and searches for universal charac­
teristics o f languages (Goldberg, 1981) use qualitative participant observa­
t ion , critical methodologies, or both. However, w i t h computer advances, 
there has been a growing interest i n quantitative linguistics (Kohler 8c Rieger, 
1993), particularly i n computational linguistics (Litkowski , 1992,1999), and 
the general study o f semantic grammars (systems that codify statements' 
unique meanings-as-intended as opposed to surface-level, superficial, ambig­
uous syntax grammars; Roberts, 1997a). 

Although technically a part o f linguistics, the study o f messages .using se­
mantic networks has its own distinct literature and adherents. A n ultimate goal 
o f this approach is to map the network o f interrelationships among concepts. 
Carley (1993) has contrasted the typical use o f text content analysis (focusing 
o n the extraction o f concepts from texts) w i t h the use o f semantic networks (or 
map analysis, focusing on both concepts and the relationships among them). 
Dictionaries may (or may not) be used for semantic network content analysis; 
the goal is to discover patterns o f co-occurrence o f words or phrases i n a text. 
Often, these patterns are displayed via 2-D or 3-D maps (e.g., using such pro­
grams as M E C A or CATPAC; see Figure 8.8 for an example o f a graphical dis­
play o f a semantic network), i n a method similar t o that o f multidimensional 
scaling (Barnett 8c Woelfel, 1988; Kruskai 8c Wish, 1978; Woelfel 8c Fink, 
1980). 

Like neural networks that represent cognitive structures and processes, se­
mantic networks represent systems of concepts w i t h "meaning-full" relation­
ships (Litkowski, 1999). These relationships are based on word usage by indi ­
viduals, groups, organizations, or societies (Carley, 1997a; Doerfel 8c Barnett, 
1999). As Carley (1997b) notes, "Language can be represented as a network 
o f concepts and the relationships among them. This network can be thought 
o f as the social structure o f language or, equivalently, the representation o f ex­
tant social knowledge" (p. 79). 
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Mapping semantic networks from the content analysis of speech or text 
might have had conceptual appeal for decades; however, it's only i n recent 
years that computer processing power and speed have made the various net­
working procedures viable and widely accessible (Young, 1996). A n d the 
Internet has made text archives (corpora) available for the execution o f both 
specialized and standard-usage language studies (see Resource 1 for exam­
ples). 

S t y l o m e t r i c s a n d C o m p u t e r L i t e r a r y A n a l y s i s 

Style-metrics refers to the analysis of the style of language. The technique is used 
to identify a language style that is distinctive, w i t h the aim of describing, dis­
tinguishing, and sometimes establishing authorship. Tweedie, Singh, and 
Holmes (1996) define style as "a set o f measurable patterns which may be 
unique to an author" (p. 401), including the identification of the number o f 
nouns or other parts of speech used, the number o f unique words, and the 
most common words. As w i t h semantic mapping, these sophisticated quanti­
tative linguistic analyses have been made possible by advances in computer text 
analysis software and the ready availability of texts in electronic form. 

Stylometrics is most commonly used i n literary studies. One popular ap­
plication has been to attempt to establish the authorship o f texts or settle dis­
putes about authorship. Shakespeare has received much attention, due to 
questions surrounding the true authorship o f works bearing his name. Ell iott 
and Valenza (1996) helped to develop more than 50 computer tests to com­
pare writings attributed to Shakespeare to the writings o f Shakespeare claim­
ants—"nobler" authors who could have conceivably been the real Shake­
speare. They compared textual features, such as preferred words, rare words, 
new words, grade level, contractions, intensifiers, prefixes, and suffixes, and 
concluded that none of the claimants matched Shakespeare. Another related 
application o f stylometrics has been to compare the styles o f authors. Sigelman 
and Jacoby (1996), for example, used computer analysis techniques to distin­
guish the works o f mystery writer Raymond Chandler from his imitators, 
based on four main stylistic elements: simplicity, action, dialogue, and vivid 
language. They found Chandler's work to be consistent i n style and concluded 
that the imitators failed to successfully replicate that style. Potter (1991) offers 
a fairly comprehensive review and critique o f stylometric and other content 
analyses o f literature appearing i n the journal Computers and the Humanities 
from 1966 through 1990. 

I n addition to its applications to literature, stylometrics has also been used 
in other humanities contexts. Whissell (1996) employed traditional 
stylometric procedures' along w i t h new measures o f emotionality to compare 
the songs o f Beatles members Paul McCartney and John Lennon, discovering 
that Lennon was the less pleasant and sadder lyricist of the two. I n a bizarre but 
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intriguing application of stylometrics, Bucklow (1998) analyzed craquelure 
(the pattern of cracks that forms on paintings as they age) as a means of estab­
lishing authorship o f works o f art. 

I n sum, computers give literary, linguistic, and other scholars the oppor­
tunity to shed fresh l ight on the formal and stylistic features o f important 
works. As mentioned, electronic versions o f texts are now more common and 
accessible than ever. Project Gutenberg, for example, is a free, online elec­
tronic archive o f important works o f fiction (see Resource 1 for more informa­
tion). Even more works wi l l be available in the future: The Text Encoding I n i ­
tiative project, for one, seeks to develop standards for the preparation and 
interchange o f computer text for scholarly research purposes (Ide 8c 
Sperberg-McQueen, 1995). W i t h the continued growth and development o f 
archives and computer text analysis sources, the future possibilities for the 
content analysis o f literature and other works should be extraordinary. 

I n t e r a c t i o n A n a l y s i s 

The systematic analysis o f human verbal interactions is a small but important 
part o f the content analysis literature. Most studies of interactive discourse are 
not content analyses but rather more qualitative and ideographic i n nature. 
However, a number o f quantitative coding schemes have been developed. N o ­
tably, these schemes are typically called interaction analysis in the literature 
rather than content analysis. 

I n the communication field, the most prominent system is Rogers and 
Farace's (1975) relational coding scheme. Owing a debt to the theoretic no­
tions o f anthropologist Gregory Bateson (1958) and to earlier classification 
systems, such as those by Bales (1950), Borke (1967, 1969), and Mark 
(1971), the Rogers and Farace (1975) scheme takes a relational communica­
t ion perspective: I t is concerned wi th the controlot dominance aspects o f mes­
sage exchange in dyads. Each utterance i n a verbal exchange is the uni t o f data 
collection. The scheme assumes that relational control is based on both the 
grammatical form o f the message (the codes are assertion, question, talk-over, 
noncomplete, and other) and the metacommunicative response o f the message 
relative to the statement that came before it (the codes are support, nonsupport, 
extension, answer, order, disconfirmation, topic change, initiation-termination, 
and other). These codes are used to create control codes (one-up, one-down, 
and one-across), indicating movement by a speaker w i t h regard to relational 
control. 

The Rogers and Farace (1975) scheme has been used to analyze interac­
tions between husbands and wives (Courtright , Millar , 8c Rogers-Millar, 
1979; Rogers-Millar 8c Mil lar , 1978), employees and employers (Fairhurst et 
al., 1987), physicians and patients (Cecil, 1998; O 'Hair , 1989), and parents 
and children (Seklemian, as cited i n Cecil, 1998). A n adapted system has even 
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been applied to television character interactions (Greenberg 8c Neuendorf, 
1980; Neuendorf 8c Abelman, 1987). 5 

The validity of the Rogers and Farace ( 1975 ) scheme has been questioned 
{Folger 8c Poole, 1982), and alternative schemes for the analysis o f verbal i n ­
teractions have, been presented. They include Ellis's (1979) R E L C O M sys­
tem, which uses more control categories than the Rogers and Farace (1975) 
scheme but does not measure.grammatical form. Others are Tracey and Ray's 
(1984) topic-based coding scheme and Patterson's (1982) Family Interaction 
Coding Scheme, designed specifically to tap aversive interactions in families 
wi th an antisocial child. The SYMLOG system for analyzing group interac­
tions has many elements that are similar to quantitative content analysis, but 
ultimately, the measures rely on observers' subjective evaluations rather than 
objective, reliable estimates (Bales 8c Cohen, 1979). 

MacWhinney's (1996) C H I L D ES project (the Child Language Data Ex­
change System; see also the C H I L D E S archive, linked at The Content Analysis 
Guidebook Online), dedicated to the study of language learning, includes 
C H A T , a system for discourse notation and coding. This scheme calls for the 
separate coding of each utterance for phonology, speech acts, speech errors, 
morphology, and syntax. The Roter Interaction Analysis System (Roter, 
L ipkin , 8c Dorsgaard, 1991 ), designed for the coding o f interactions between 
doctors and patients, codes each statement or complete thought into one of 
34 categories (e.g., agreement, worry, procedural instructions, persuasive at­
tempts regarding therapeutic regimen). The Marital Interaction Coding Sys­
tem (Heyman, Weiss, 8c Eddy, 1995) and the Dyadic Parent-Child Interaction 
Coding System (Eyberg 8c Robinson, 1983) are both designed to analyze fam­
ily interactions for family therapy purposes. 

A number of other interaction analysis schemes have been proposed (see 
Gunawardena, Lowe, 8c Anderson, 1997; Hirokawa, 1988; Jones, Gallois, 
Callan, 8c Barker, 1999; Tardy, 1988; W i t t , 1990). Generally, the coding 
schemes have been applied to specific domains o f interaction, such as group 
decision making, negotiation, family communication, and classroom interac­
t ion , w i t h measures designed to provide in-depth understanding of the nu­
ances of communication w i t h i n a given context. 6 

Other Interpersonal Behaviors 

Similarly, a number o f rigorous and sound coding schemes have been devel­
oped for the systematic analysis o f other interpersonal communication behav­
iors, not generally applied to a representative sample of realistic interactions 
but used for measuring actions in experimental settings. I n addition, the cod­
ing o f human behaviors i n the study o f psychological processes might also be 
deemed content analytic, and that literature can inform us wi th regard to unit­
izing and intercoder reliability (Bakeman, 2000). 
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The study of nonverbal behaviors has produced primarily qualitative, 
idiographk, and gestalt-type investigations. However, taxonomies (category 
schemes) for the study of nonverbais are quite well developed (Ekman & 
Rosenberg, 1997; Messing & Campbell, 1999). A n d some researchers have 
used systematic and objective coding schemes looking at paralanguage (e.g., 
speech rate: Beaumont, 1995; Feyereisen 8c Harvard, 1999; Kelly 8c Conture, 
1992), body positioning (e.g., Newtson, Engquist, & Bois, 1977), facial ex­
pressions (Lagerspetz, Wahlroos, & Wendelin, 1978), and gestures (e.g., 
Feyereisen 8c Harvard, 1999; Guerrero Sc Burgoon, 1996; see also the Jour­
nal of Nonverbal Behavior). A number of studies have looked at nonverbal be­
haviors for such mediated persons as characters in commercials aimed at chil­
dren (Browne, 1998), candidates i n political commercials (Hacker 8c Swan, 
1992), televangelists (Neuendorf 8c Abelman, 1986), and the film roles o f a 
durable screen actress (Ealy, 1991). 

Self-disclosure, the sharing o f personal information w i t h another, has 
been studied, wi th age and gender differences a main focus. Although the evi­
dence on age is mixed (Capwell, 1997; Collins 8c Gould, 1994), the evidence 
wi th regard to gender seems clear—women are more likely to disclose than are 
men, especially when discussing intimate topics (Cozby, 1973; Hacker, 1981; 
Shaffer, Pegalis, 8c Cornell, 1991). 

Interrupting behaviors have been studied by a number o f content analysts. 
Researchers have found conversation interruptions to occur more often when 
one is speaking to someone of the opposite sex rather than someone o f one's 
own sex (Dindia, 1987) and to be more frequently committed by adolescent 
girls than their mothers (Beaumont, 1995). The long-held belief that males 
interrupt more than do females has been refuted by a number o f contemporary 
studies (e.g., Dindia, 1987; Marche 8c Peterson, 1993). 

Violence in the Media 

When we try to explain content analysis to a layperson, we often fall back on 
the example of television violence: "You know, those studies that find more ag­
gressive acts on Saturday morning cartoons than anywhere else . . . " (i.e., be­
tween 20 and 25 violent acts per hour; Jeffres, 1997). This is the application o f 
content analysis that has received the most public attention, f r o m the early 
Payne Fund Studies o f motion pictures and youth i n the 1930s (Dale, 1935), 
through the flurry o f attention to aggressive T V content and its effects on chil­
dren i n the 1960s and 1970s (Lange et al. , 1969; Comstock &c Rubinstein, 
1969), to current ongoing efforts to track the level of violence on T V (Na­
tional Television Violence Study (Vol. 1), 1997). Hundreds of studies have ex­
amined some aspect o f violent or aggressive behavior i n media content or its 
effects on adult and child audiences. Chapter 2 highlights several o f the major 
initiatives that not only addressed the problem o f violence i n American society 
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but also contributed i n meaningful ways to the repertoire of content analysis 
methods (Gerbner, Signorielli, & Morgan, 1995; Greenberg, 1980). 

The research on violent media content may be seen as progressing from 
raw number counts (Dale, 1935) to a consideration o f a variety o f types o f ag­
gressive behavior, including verbal aggression (Lange et al., 1969; Greenberg, 
1980, who found about half of ail aggressive behaviors to be verbal) to an ex­
tension to cable and other new content delivery systems as well as broadcast­
ing and a careful consideration of the context of the aggression (Kunlcel et al., 
1995, Potter 8c Ware, 1987). 7 As Kunkei et al. (1995) point out , industry ex­
ecutives argue that "the meaning and impact of violence i n a f i lm such as 
Schindler's List is quite different from that o f Terminator IT'' (p. 285). Their 
multiyear content analysis includes such contextual variables as the nature of 
the perpetrator and o f the target (e.g., human vs. animal, gender, age, ethnic­
ity, " g o o d " vs. " b a d " ) , the reasons for the violence (e.g., personal gain, anger, 
retaliation), the means or method o f violence (e.g., firearms, so-called natural 
means), the extent o f the violence (how many behavioral acts in a violent inter­
action), the graphicness of the violence (e.g., presence of blood and gore, long 
shot vs. close-up), the realism of the violence (fantasy, fiction, reality), rewards 
and punishments associated wi th the violence, consequences o f the violence 
(amount o f harm), and presence or absence of humor in the violent scene. 

The recent findings by the National Television Violence Study (1997) 
group indicate the highest level of violence to be on premium cable and inde­
pendent broadcast channels and i n movies and reality-based programs. The 
vast majority o f violence is not punished at the time of the act, and " g o o d " 
characters engaging i n violence are rarely punished at all. About half o f all vio­
lent interactions do not show harm or pain to the target, and a quarter include 
the use o f a gun. Blood and gore are rarely shown o n television, and 39% of all 
violent scenes contain humor (p. 137). 

More detailed reviews of the many past content analyses o f violent media 
content may be found i n several good sources: the 1995 article by Kunkei et 
al.; a report by that same group i n the first volume of the National Television 
Violence Study (1997); and John'Murray's (1998) call for a more applied re­
search agenda for the 2 lst x century. 

G e n d e r R o l e s 

Perhaps no substantive area has been more frequently studied across all the 
mass media than that of the roles o f males and females. A l imited number o f 
content analyses have looked at gender role behaviors among real people— 
comparing males and females wi th regard to dreams, memories, perceptions o f 
the wor ld , interrupting behaviors, and explanatory style, for example (Barrett 
8c Tally, 1999; Buchanan 8c Seligman, 1995; Domhoff , 1999; Greener 8c 
Crick, 1999; Lance, 1998; Marche 8c Peterson, 1993). This leaves the many 
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media-focused content analyses w i t h relatively few bases for real-world com­
parisons. 

A n amazing variety of media form and content types have been examined 
for their gender role portrayals. Studies have compared male and female roles 
and behaviors for domestic or international content in television, film, news 
coverage, magazines, radio talk, textbooks, children's books, advertising of ail 
types, comics, video games, software, rock and rol l music, music videos, 
slasher films, b i r th congratulatory cards, and even postage stamps. Generally, 
the findings confirm a message environment of androcentrism (i.e., w i t h males 
heavily overrepresented in sheer numbers and routinely given more important 
roles) and sex stereotyping (i.e., w i t h significant and often predictable differ­
ences between male and female characterizations; Barner, 1999; Chappell, 
1996; Drewniany, 1996; Greenberg, 1980; Kalis 8c Neuendorf, 1989; Lemish 
8c Tidhar, 1999; Low 8c Sherrard, 1999; Micheison, 1996; Ogletree, Merr i t t , 
8c Roberts, 1994; Watkins, 1996; Weaver, 1991). Busby's (1975) review offe-
male images is an excellent, comprehensive source but i n need o f an update. 8 

More recent studies continue to find sex stereotyping. When compared to fe­
males, males are characterized as more active on b i r th cards (Bridges, 1993), 
less argumentative on radio talk shows (Brinson 8c W i n n , 1997), less likely to 
be portrayed as sex objects i n video games (Dietz, 1998), and older in films o f 
the 1930s, 1940s, ,and 1990s (Smith, 1999), for example. However, 
Signorielli and Bacue (1999) found some changes i n occupational depictions 
for women f rom the 1960s through the 1990s. Extending their examination 
beyond content alone (using an integrative approach), Lauzen, Dozier, and 
Hicks (2001) found involvement o f female T V executives and creative person­
nel to be predictive o f the use o f powerful language patterns by female charac­
ters. 

One very particular application of gender-based content analysis has been 
the examination of face-ism, the tendency o f a photo to reveal more o f the sub­
ject's face or head than body. Associated w i t h audience perceptions o f domi­
nance and positive affect (Levesque 8c Lowe, 1999; Zuckerman, 1986), 
higher face-ism has been generally granted to males over females i n the mass 
media (Copeland, 1989; Sparks 8c Fehlner, 1986). 

Recent attention has focused on body image (weight and shape) as a po­
tentially strong influence on young female audience members (Botta, 2000). 
Research has found low-weight female characters to be overrepresented and 
highly praised by other characters on television situation comedies (Fonts 8c 
Burggraf, 1999). 

M i n o r i t y P o r t r a y a l s 

A sizeable amount o f research has been devoted to the systematic content anal­
ysis o f the images o f racial and ethnic minorities i n the media. The Howard 
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Journal of Communications is a prominent outlet for research on racial differ­
ences in both real-life communication behaviors and mediated portrayals. 
Also, a large number o f unpublished theses and dissertations have focused on 
U.S. racial and ethnic minority images as their focus. 

Some investigations have done comparative analyses o f media images o f 
several racial groups (e.g., Dixon 8c Linz, 2000; Taylor, Lee, 8c Stern, 1996; 
Taylor & Stern, 1997). O f those studies focusing on a single minority group, 
the vast majority have examined African American portrayals, and they include 
several important reports and volumes that provide an excellent first look at 
some o f the landmark content analyses in this area (Dates 8c Barlow, 1990; 
MacDonald, 1992; Poindexter & Stroman, 1981; Stroman, Merr i t t , 8c 
Matabane, 1989-1990; U.S. Commission on Civil Bights, 1977,1979). Prior 
to 1970, images of Black Americans emphasized domestic and submissive 
roles (MacDonald, 1992). Even as gains were made i n entertainment televi­
sion portrayals (e.g., The Cosby Show), news images still emphasized a menac­
ing African American criminal element (Atkin 8c Fife, 1993-1994; Barber 8c 
Gandy, 1990; Dates 8c Barlow, 1990; Dixon 8c Linz , 2000; Entman, 1992). 
Contemporary content analyses tend to find that advertising and entertain­
ment images o f African Americans do not underrepresent Blacks in terms o f 
numbers but still present relatively homogenous, stereotypical role portrayals 
(e.g., Keenan, 1996b; Matabane 8c Merr i t t , 1996; Pious 8c Neptune, 1997; 
Wilkes 8c Valencia, 1989). 

Few studies have examined the status o f Hispanics, Asian Americans, or 
Native Americans i n entertainment, commercial, or news media content (e.g., 
Greenberg, Burgoon, Burgoon, 8c Korzenny, 1983; Singer, 1982,1997; Wilkes 
8c Valencia, 1989). The evidence that exists points toward underrepresen-
tation and stereotypical portrayals, even when those portrayals are generally 
positive (e.g., the Asian American as the hard-worldng model minority; Taylor 
8c Stern, 1997). 

Like the research on women's roles i n the media, studies on racial or eth­
nic minorities encompass a variety o f media, including textbooks, news cover­
age, magazines, pornography, reality-based crime shows, direct mail advertis­
ing, and jokes (Cowan 8c Campbell, 1994; Oliver, 1994; Spencer, 1989; 
Stevenson 8c Swayne, 1999). 

A d v e r t i s i n g 

There are two divergent approaches to the content analysis o f advertising— 
the marketing-advertising professional approach and the social effects ap­
proach. The professional approach seeks to understand the content and form 
of advertising i n order to produce more effective ads (e.g., Gagnard 8cMorris, 
1988; James 8c VandenBergh, 1990; Naccarato 8c Neuendorf, 1998; Stewart 
8c Furse, 1986; also see Boxes 3.2 and 3.3). Articles demonstrating this ap-
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proach are likely to be found in such journals as Journal of Advertising, Jour­
nal of Advertising Research, and Journal of Marketing, 

The social effects approach is modvated by concern over the impact o f ad­
vertising o n individuals and societies. A number o f prominent areas o f study 
have emerged. The role of women i n advertising has received quite a bit o f at­
tention (e.g., Riffe, Place, 8c Mayo, 1993; Signorielli et ah; Smith, 1994), i n ­
cluding a 15-year trend analysis o f the role o f women i n T V ads (Ferrante, 
Haynes, & Kingsley, 1988). International comparisons of advertising styles 
and substance have been an important part o f the literature (e.g., Cheng &c 
Schweitzer, 1996; Murray 8c Murray, 1996; Tak, Raid, 8c Lee, 1997; 
Wongthongsri, 1993). The analysis o f minorities i n advertising (e.g., Taylor 8c 
Bang, 1997), the tracking of advertising for potentially hazardous products, 
such as tobacco and alcohol (e.g., Finn 8c Strickland, 1982; Lee 8c Callcott, 
1994; Neuendorf, 1985,1990a), and the critical examination o f political ad­
vertising, notably negative ads (e.g., Tak, Kaid, 8c Lee, 1997), have all contin­
ued to be viable areas o f study. 

A special focus has been on advertising aimed at children, f rom the exclu­
sive viewpoint o f the social effects scholar (e.g., Smith, 1994). For example, 
Rajecki et al. (1994) found a number o f attractive but dubious themes i n T V 
ads for food for lads—64% o f the sample ads included some combination of v i ­
olence, conflict, and trickery. 

N e w s 

A tremendous number o f studies have examined news content, w i t h most us­
ing text analysis, either human coded or, more often today, CATA (Riffe et al. 
1998; Shoemaker 8c Reese, 1996). The availability o f news stories online f rom 
NEXIS (see Resource 2) has spurred the expansion o f work i n this area. A ma­
jor outlet for content analyses o f news coverage is Journalism &Mass Commu­
nication Quarterly, 

The range o f topics studied is large, overlapping w i t h other context head­
ings in this chapter, such as the treatment o f minorities and women. The cover­
age o f science issues is a popular topic (Dunwoody 8c Peters, 1992), w i t h an 
eye to establishing whether scientific findings are reported accurately. There 
are scores o f studies tracking international news flow, generally finding that 
developing nations are well supplied w i t h information about Western nations, 
whereas Western nations find little in their news about the rest o f the wor ld 
(Chang, 1998; Stevenson, 1994). I n a study o f general news and social trends 
i n the United States, Danielson and Lasorsa (1997) studied 100 years o f 
front-page content i n the New Tork Times iad the Los Angeles Times, identify­
ing such shifts as a decrease i n emphasis on the individual and an increase i n 
emphasis on the group and a move away from religion and local governmental 
power to expert authority and central government (p. 114). 
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Some of the most sophisticated analyses in content analysis have been exe­
cuted w i t h a news focus. The news framing approach, used by Mil ler , 
Andsager, and others (Andsager & Powers, 1999; Mil ler et al., 1998; Mil ler 8c 
Riechert, i n press), clusters concepts according to how often the concepts oc­
cur together and then places the concepts in a three-dimensional map to allow 
interpretation of the frames used to cover the issue by different sources. For 
example, Andsager and Powers (1999) found that Newsweek framed breast 
cancer stories wi th regard to causes and treatments, whereas Time more often 
used an economic framing (e.g., insurance concepts), and U.S. News and 
World Report presented breast cancer news wi th a research focus (also see Fig­
ure 8.7). Fan's ideodynamic mathematical model (Fan, 1988, 1997; Fan, 
Brosius, 8c Esser, in press) has proved useful i n accurately predicting public 
opinions over time from news coverage patterns. Notably, many o f these ad­
vances i n the analysis o f news coverage have extended to legal, governmental, 
and commercial applications (Fan 8c Bengston, 1997). 

Perhaps the best-developed literature examining news coverage is that fo­
cused on political issues. This is developed a bit farther i n the next section. 

Political Communication 

Chapter 2 delineated the important early contributions to content analysis 
methodology by researchers i n the political arena (e.g., Lasswell et al. , 1949). 
Systematic studies continue to be conducted on politicians' speeches, debates, 
news releases, and even Web sites (Raid 8c Bystrom, 1999; Laver 8c Garry, 
2000; Musso, Weare, 8c Hale, 2000; Owen, Davis, 8c Strickler, 1999). Other 
content analyses have looked at the communication strategies of reform candi­
dates and parties (Gibson 8c Ward, 1998; Jenkins, 1999; Ziblatt , 1998). A n i n ­
creasing number have examined news coverage and political advertising i n a 
range o f countries around the wor ld . 

News coverage o f political issues has often been studied f rom the 
agenda-setdng perspective. This' theoretic perspective proposes that media 
content doesn't so much tell the audience whatto think as i t tells the audience 
what to think about. The news sets the public opinion agenda, bringing some 
issues to the forefront and minimizing others. This theory has motivated re­
searchers to combine content analyses w i t h public opinion survey data, either 
at the aggregate level (e.g., Fan, 1997; McCombs, Llamas, Lopez-Escobar, 8c 
Rey, 1997; Pfau et al., 1998) or the individual level (e.g., Roessler, 1999). 
Some studies have also examined so-called intermedia agenda setting, in 
which news coverage by one medium or media institution is followed by simi­
lar coverage by another medium or institudon at a later date (Lopez-Escobar, 
Llamas, McCombs, 8c Lennon, 1998; Roberts 8c McCombs, 1994). Gen­
erally, the bulk of the evidence supports a news-media-sumulated agenda-
setting effect. 
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A major focus o f the content analyses of political advertising has been that 
of negative, or "attack," ads (Raid & Bystrom, 1999). Motivated by effects re­
search that has shown both negative and positive shifts i n opinions toward the 
negative ad target as a result o f exposure (Haddock 8c Zanna, 1997; L i n , 
1996; Merr i t t , 1984; Schenck-Hamlin, Procter, 8c Rumsey, 2000) , content 
analyses have looked at the frequency of the appearance o f negative political 
ads (Finkel 8c Geer, 1998) as well as the news coverage of the controversial ads 
(Raid, Tedesco, 8c McKinnon, 1996). 

W e b A n a l y s e s 

The Internet emerged i n the 1990s as an important new source o f mediated 
messages. Shortly thereafter, the World Wide Web combined characteristics o f 
existing media (e.g., print , audio, video) wi th a number o f new critical attri­
butes, including hypertextuality and interactivity (Newhagen 8c Rafaeli, 
1996). This complex mix of old and new features has made the medium a chal­
lenge for would-be content analysts. McMil lan (1999) reviewed 16 o f the first 
studies that attempted to content analyze messages on the Internet. She dis­
covered a lack of a clear unit o f measurement across studies (perhaps due to the 
medium's many content forms) and litt le information about coder training 
and reliability. Potter (1999) addressed the difficulty o f sampling from the 
Web, given its size and "chaotic design structure" (p. 12). He suggested using 
lists generated for commercial purposes (e.g., Yahoo and Web 21) as sampling 
frames. Clearly, the complexity o f the Web can be overcome through creativity 
backed by careful adherence to sound content analytic principles. 

Examples o f sound Web content analyses include Ghose and D o u (1998), 
who identified a nearly exhaustive list o f interactivity variables and used them 
to code business sites as to level o f interactivity, and Bucy, Lang, Potter, and 
Grabe's (1999) study o f the formal features o f 4 9 6 Web sites, which showed 
significant relationships between site traffic and page structure. The latter 
study points to the potential o f using Web content analysis as part o f an inte­
grative content analysis model along w i t h source or receiver data or both ( in 
this case, unobtrusive measures obtained from reports o f the number o f visi­
tors or "h i t s " for each site). 

One exciting prospect for Web content analysis comes from the develop­
ment o f automated computer site analysis programs. Bauer and Scharl (2000) 
describe their use of a program called WebAnalyzer, which parses a site's 
H T M L code and computes frequency information about a host o f site fea­
tures, including the number o f images and external links. Because many Web 
sites contain thousands o f pages (which would be difficult to human code), 
computer content analysis techniques w i l l allow researchers to analyze whole 
sites instead o f the often-cited home page unit o f analysis (e.g., Bates 8c L u , 
1997; Ha 8c James, 1998). A number o f computer Web text analysis programs 
are currently in development (one by M . Mark Mil ler and another by Harald 
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Klein, the creators of the computer text analysis programs VBPro and 
TextQuest, respectively; see The Content Analysis Guidebook Online). Future 
automated programs may have to incorporate audio and video analysis func­
tions (instead o f simply text) to fully deal w i t h the rich media mix on the Web. 

The Web gives researchers a world of content (currently, millions o f sites 
and many more pages). This sheer enormity can be overwhelming, but i t can 
also be exciting, especially to .the careful, well-prepared content analyst. For 
example, there are currently many underexplored or unexplored novel genres 
of Web content, ranging from personal home pages to online auctions. These 
all deserve attention, given the promise of expanding online communication. 
The Web is "the new kid on the block" who content analysts should definitely 
t ry to get to know. 

O t h e r A p p l i e d C o n t e x t s 

There are many other, less-well-established contexts or framings that could be 
considered. For the sake of presenting a variety o f applications, a few examples 
are highlighted: 

Electronic Messaging: A small set of literature reports the studies of the sub­
stance o f e-mail, voice mail, and other personal and organizational technologies. 
Just a few studies have examined the content of voice mail (e.g., Rice 8c 
Danowsld, 1991) and computer conferencing (e.g., Rosenbaum 8c Snyder, 
1991) . A greater number of studies have looked at e-mail content generated in 
educational and business contexts (Danowski 8c Edison-Swift, 1985; H i l l , Cam­
den, 8c Clair, 1988; Kot, 1999; Marttunen, 1997; McCormick 8c McCormick, 
1992) . Generally, these e-mail studies have identified social support communica­
tion networks that link together individuals based on interests rather than physi­
cal location, sometimes creating links and relationships that did not exist before 
the introduction of e-mail. They have also identified communication strategies 
used in e-mail that are different than those used in face-to-face interaction (e.g., 
Pratt, Wiseman, Cody, & Wendt, 1999). 

Health Images in the Media: Increasingly, media treatments of health topics 
have come under the scrutiny of content analysts, both academic and private sec­
tor. The studies that examine body image as a method of better understanding 
eating disorders, especially among young girls, have already been mentioned. So 
has the sizeable literature on the advertising of health-hazardous substances, such 
as alcohol and tobacco. A n impressive current initiative by the Kaiser Foundation 
examines the health-related sexual behaviors of T V characters (see the sections 
that follow). Other research has focused on images of mental illness (e.g., Fruth 
& Padderud, 1985), the incidence of substance use and abuse (Greenberg, 
Fernandez-Collado, Graef, Korzenny, 8c Atkin, 1980; Roberts 8c Christenson, 
2000), images of persons with disabilities (Gilbert, MacCauley, 8c Smaie, 1997), 
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and portrayals of health professionals (e.g., Gerbner, Morgan, & SignorieiH, 
1982). Neuendorf (1990b) provides a review of health-related content analyses 
through 1990. 

Musk: The lyrics o f popular songs have been the subject o f content analyses 
over the years (e.g., Rothbaum 8c Tsang, 1998; Rothbaum 8c Xu, 1995; Zullow, 
1991), as indicators o f societal trends and for cross-cultural comparisons. Less of­
ten, the nature of the music itself has been content analyzed (e.g., Narmour, 
1996; Simonton, 1994). But the greatest number o f investigations relevant to 
popular music have been content analyses o f music videos, generally addressing a 
concern over violent and sexist images (e.g., Baxter, de Riemer, Landini, Leslie, 8c 
Singletary, 1985; Jones, 1997; Kalis 8c Neuendorf, 1989; Sherman 8c Dominick, 
1986). 

C o m m e r c i a l a n d O t h e r C l i e n t - B a s e d 
A p p l i c a t i o n s o f C o n t e n t A n a l y s i s 

As the popularity o f content analysis as an academic research tool has grown, 
there has been a corresponding developing interest i n applying content analy­
sis to business and other real-world issues. These include instances o f the pub­
lic-sector and private-sector funding o f content analysis research conducted 
by academics, the strictly-for-hire content analysis work o f academic research­
ers, and the use o f content analysis by private institutions. 

Both Lindenmann (1983) and Stone (1997) report numerous examples 
of public relations, advertising, marketing, and public opinion poll ing firms 
that include content analysis as one o f the services they offer to clients. A n d 
Lindenmann describes the in-house research efforts o f A T & T , which i n the 
1970s began a program o f content analysis o f newspaper coverage o f the cor­
poration to gauge PR effectiveness. 

Unfortunately, many o f the purely commercial applications o f content 
analysis are proprietary and unavailable for us to learn f r o m . 9 There is anec­
dotal evidence that commercial content analysis studies do not routinely f o l ­
low the good-science guidelines presented i n this book. Industry standards, 
such as those established for poll ing by the American Association for Public 
Opinion Research, are not yet i n place. There is a need for the establishment o f 
self-monitoring standards for commercial content analysis, and these should 
include a call for open reportage o f methods. 

F u n d e d Research Conducted by Academics 

Sponsorship o f academically conducted content analysis research by gov­
ernmental, nonprofit , or for-profit granting agencies may be regarded as a 
form o f client-based research. Certainly, the funding organization typically 
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has explicit goals for the content analysis research. The early, groundbreaking 
Payne Fund Studies o f movie content and effects would be a good example o f 
this type of research. Sponsored by a grant from The Payne Fund and moti­
vated by the M o t i o n Picture Research Council's concern over the effects pop­
ular movies were having on the youth o f America, the project included re­
search initiatives by researchers at seven universities, including the primary 
content analysis group at Ohio State University (see Box 2.2). The following 
are some additional examples of projects executed at universities but wi th 
real-world goals of discovery motivating the granting agencies: 

Project CASTLE (Children and Social Television Learning): Funded in the 
1970s by the U.S. Office of Child Development of the Department of Health, 
Education, and Welfare, this Michigan State University project looked at the con­
tent and effects of television viewed by children and included a set o f large-scale, 
3-year content analyses of entertainment television. The results were dissemi­
nated in government reports and published in book form (Greenberg, 1980). 

The Content and Effects of Alcohol Advertising: Funded in the 1970s by the 
U.S. Bureau of Alcohol, Tobacco, and Firearms, the multipronged Michigan 
State study included content analyses of alcohol advertising in a variety of media. 
The results were published in government reports and a number of academic out­
lets (e.g., Atldn et al., 1983). 

RIB (Religion in Broadcasting): Funded in the 1980s by UNDA-USA, a 
nonprofit organization of Roman Catholic broadcasters, the Cleveland State 
University project encompassed six major content analyses of religious television 
broadcasting. The results were made public through client reports and academic 
publications (see Box 1.3). 

The National Television Violence Study: Funded in the 1990s by the National 
Cable Television Association, this large-scale project continues to look at violence 
in cable and television programming. Executed by researchers at four United 
States universities (University of California at Santa Barbara, University of Texas 
at Austin, University of Wisconsin at Madison, and University of N o r t h Carolina 
at Chapel H i l l ) , the project's results are published by Sage Publications (e.g., Na­
tional Television Violence Study, Volume 1,1997). Roberts (1998), in a discussion 
of media content labeling systems (i.e., rating systems), summarizes the real-world 
implications of the findings that examined the contexts of violent portrayals: 

The contextual factors characteristic o f much . . - U.S. television pro­
gramming are just those that increase the likelihood of negative conse­
quences among youthful viewers. Indeed, the results of the NTVS con­
tent analysis read like a primer on how not to produce programming for 
children, (p. 359) 
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Sex on TV: Funded in the 1990s by the Kaiser Foundation, the ongoing proj -
ect at the University of California, Santa Barbara, looks at the frequency and type 
of sexual behavior on television, with particular interest in the responsibilities and 
health risks associated with sex. The results of the studies are published online 
(e.g., Kunkel et al., 1999; Kunkel et a l , 2001). 

Commercial Applications of Text Analysis 

Text analysis procedures are attractive to commercial clients. Both the­
matic (Stone, 1997) and linguistic (Camden & Verba, 1986) content analyses 
of recordings or transcripts of focus groups have been conducted by advertis­
ing, marketing, and public opinion firms. The text content analysis o f news 
coverage is another popular application. For example, Stone (1997) describes 
the subscriber service, Trend Report, developed by Naisbitt (1984) to follow 
news reportage o f national trends ( i t also formed the basis for Naisbitt's 
best-selling Mega-trends). Commercial research projects have tracked news 
coverage for legal cases i n which a change of venue may need to be requested 
(McCarty, 2001). 1 0 Fan and Bengston's (1997) use o f the InfoTrend com­
puter text analysis program to track the amount and tone o f news coverage for 
the U.S. Forest Service is another example. 

Obviously, psychological diagnostic content analysis techniques are often 
used by practitioners in a commercial context. For a fee, a client can even get a 
computer text diagnosis online, from text sent via e-mail (see the Psychologi­
cal Testing section of The Content Analysis Guidebook Online). The CATPAC 
semantic network computer program has been used extensively for consulting 
purposes (Salisbury, i n press). Unable to share the details of these proprietary 
studies, Salisbury provides a demonstration o f CATPAC's use i n assessing cor­
porate image in a study of Visa International's external communication. I n his 
analysis of the most salient terminology i n the message pool , he identified two 
major areas: a product development area (attempting to convey an image o f 
Visa as a "state of the ar t " banking provider) and a state-of-the-business area 
(identifying Visa as the world's largest banking services provider). 

Content Analysis for Standards and Practices 

I n some cases, content analysis is used by media institutions for self-moni­
toring their own messages. Basic readability measures are used to set and check 
wri t ing standards by newspapers, magazines, and wire services (Danielson 
et al. , 1992; Severin 8c Tankard, 1997). A n d i n a rare disclosure o f the inner 
workings o f a broadcast network's standards and practices department, 
Wurtzel and Lometti (1984) described the then-current I C A F system at ABC. 
This system involved human coding o f their own prime-time program­
m i n g — w i t h careful coder training and true reliability checks—to identify and 
categorize violent acts. Violence was tracked over time, norms were estab-
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lished for different types of programming, and significant deviations were 
therefore identifiable. 

Applied Web Analyses 

The hot new area i n real-world content analysis is the emerging trend of 
offering automatic analyses of Web sites. Although some of these Web-based 
services analyze only the technical parameters o f Web sites and the servers 
where they are resident (e.g., Webperf, from the Standard Performance Evalu­
ation Corporation; TPC-W, from the Transaction Processing Performance 
Council) , others have begun to analyze the message form and content w i t h a 
diagnostic eye. I n essence, both Web search engines and Web filtering devices 
are basic commercial Web content analysis protocols. Probably the most com­
prehensive analysis system is the Web Site Garage, which offers a "free one 
page tune u p " that includes a load time check, a dead-link check, a spell check, 
an H T M L check, an analysis of browser compatibility, a l ink popularity check, 
and an optimization of images ("GIF Lube" ) . A not-for-profit analysis service 
wi th a much more specific goal, "Bobby" analyzes Web pages for their accessi­
bility to people w i t h disabilities. A n d PICS is a system of labeling Web content 
w i t h metadata that can be used to screen Web sites for objectionable content. 
Bauer and Scharl (2000) is the current definitive source for further informa­
t ion about these new analysis systems. (Also see The Content Analysis Guide­
book Online for current linlcs to such service sites.) 

F u t u r e D i r e c t i o n s 

West ( in press) concludes his edited volume wi th 10 predictions for the imme­
diate future of CATA, including growing roles for artificial intelligence, auto­
mated data screening, applications o f computer analysis to nontext-nondata 
messages, and warehoused large-scale data archives. His predictions are well 
backed by data and other evidence. Going beyond this, I engage i n a f l ight o f 
fancy i n Box 9 . 1 , extrapolating from current technological developments to 
predict the future. I've always wanted to be a futurist, and this is my chance. 

This is not to mean that I endorse the predictions i n Box 9 .1 . Quite the 
contrary. The changes in the world's information order and the advancing 
technologies that support the changes are actually both humbling and fright­
ening. I f there is one message for the future that I hope readers w i l l take wi th 
them, i t would be a recommendation for higher, and more widely accepted, 
standards for the execution of content analysis, both academic and commer­
cial. This includes a call for ful l reportage of methods, for purposes o f 
replicability and comparative analyses. Only through full disclosure and 
healthy debate can we fully understand the implications o f our proliferating 
methods and tools for message analysis. 
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Box 9 .1 Content Analysis in che Year 2100 

Based on current advances in content analysis methodoiogies and in media tech­
nologies, we might be able to estimate where content analysis might be in about a 
hundred years. These are just my predictions; I could be wrong. 

In the year 2100, content analyses that are most concerned with describing the 
source will engage in real-time, cumulative analyses of every individual's and every media 
source's messages and behaviors. Any message that someone wants to keep private will 
have to be heavily encrypted. All messages will be archived and indexed automatically. 
There will be few text messages; the future equivalents of cameras wil l be everywhere. 
Individuals will have personal recorders following their every move. Whether this will be 
achieved via anatomically embedded chips, satellite surveillance, or an "Internet 12" 
with expanded capability is hard to gauge at this time. As digital visual recordings are 
made, metadata tags will automatically attach to the stream of information. 

With psychological diagnoses already available online in the year 2000 and current 
e-mail generated or received at work the property of the employer, are unobtrusive 
diagnoses far away? In the year 2100, each individual's psychological states and moods 
will be followed in dme-series fashion. 

For receiver-based content analyses, those concerned with the effects of messages, 
there will be individualized, not aggregated, analyses. Each individual's precise commu­
nication exposure patterns will be documented, and the content of the interpersonal and 
mass messages he or she receives will be automatically computer content analyzed. 
Computers will not only know how to read text and watch TV, they'll also know how to 
listen to music and interpret visual imagery. 

This predicted world of an automated "Big Sibling" approaches M.I .T. scientist Ed 
Fredldn's notion of reality as composed of information and the universe as a giant data 
processor (Wright, 1988). In this universe of information, there will be no such thing as 
sampling and inferential statistics. All information will be kept and analyzed. I t will be an 
all-census, longitudinal data world. 

In 2100, will the content analysis of thoughts and dreams be the cutting edge? With 
the human genome completely mapped, cognition might be the next uncharted scien­
tific territory, one for which content analysis may be uniquely suited. 

N o t e s 

1. See Chapter 5 for a consideration of the challenges of medium-specific analyses. 
2. A reminder that although this book does not endorse the use of unbacked, in-. 

validated inference from message to source, the literature on psychological measure­
ment using content analysis has a strong history of validation studies. "Make attribu­
tions about," as used here, means to make conclusions about a message source after 
comparisons with standards established over many investigations. 

3. See also Philip Stone's update and recommendations for future directions in 
Roberts's (1997b) edited book on text analysis. 
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4. This is a variation on the Q-sort, a time-honored method for dealing with dis­
parate responses (Selltiz, )ahoda, Deutsch, & Cook, 1967; Vbgt, 1993). 

5. The final coding scheme, which owes much to the influence of Bales (1950), 
Borlce (1969), and Greenberg (1980), is available at The Content Analysis Guidebook 
Online. 

6. As a result of this context specificity and the fact that such coding schemes 
have been applied most often to small, nonrandom samples of interactants, often in ar­
tificially induced interactions, no generic, noncontextual body of evidence of how peo­
ple naturally interact with one another has been developed. This has caused consterna­
tion for media researchers who have tried to compare, for example, human interaction 
in the TV world and a real-world standard (e.g., Greenberg, 1980). 

7. Although Kunkel et al. (199 5) claim that context has been largely ignored by 
the Gerbner research group, an early content analysis codebook devised by Gerbner 
and found in Lange et al.'s (1969) report includes many context variables, including 
use of firearms, consequences of the violence to source and receiver, use of humor, and 
a wider array of source and receiver characteristics than those used by Kunkel et al. in 
the National Television Violence Study (199.7). 

8. However, the reader is referred to the journal, Sex Roles, for its many articles 
on the portrayals of women in media. 

9. I n fact, both the author and Resource author Paul Skalski have been involved 
in a number of commercial content analyses—none of which they are at liberty to dis­
cuss. 

10. As a result of the precedent-setting Sam Sheppard murder trial, excessively 
negative pretrial publicity may be legal cause for a change of venue (i.e., location for the 
trial) when it is deemed impossible to find an unbiased jury capable of rendering a fair 
verdict. 





R E S O U R C E 

Message Archives 
Paul D . Skalski 

Listed i n this Resource are some popular and interesting message archives, 
arranged according to message type, wi th a brief description of the con­

tent available from each. For a more complete list o f archives and additional i n ­
formation, check out The Content Analysis Guidebook Online, located at 
http://academic.csuohio.edu/kneuendorf/content. Links to online i n ­
dexes, databases, and archives/corpora are also provided. 

G e n e r a l C o l l e c t i o n s 

LEXIS-NEXIS: This online, searchable database includes full-text archives 
of most popular newspapers and magazines, plus court materials, financial and 
market reports, legislative materials, and transcripts. For more on LEXIS-NEXIS, 
see Resource 2. 

National Archives and Records Administration: This collection includes bil­
lions of textual materials from the three branches o f the federal government, 
nearly 300,000 reels o f motion picture film, more than 200,000 sound and video 
recordings, and nearly 14 million still pictures and posters. Some materials are 
available online. 

Mass Communication History Collection at Wisconsin: This collection holds 
the papers o f hundreds of important individuals, corporations, and professional 
organizations in the fields of journalism, broadcasting, advertising, and public re­
lations. 
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Popular Culture Library at Bowling Green State University: This collection 
includes popular fiction (e.g., in the mystery-detective, science fiction-fantasy, 
and historical fiction genres) as well as materials documenting the performing arts 
and the entertainment industry, graphic arts, recreation and leisure, and popular 
religion. 

Film, Television, and Radio Archives 

American Archives of the Factual Film at Iowa State University: These ar­
chives collect 16 m m , nontheatrical business, educational, and documentary 
films, including 4,500 educational films shown in classrooms and 1,000 govern­
ment-produced films. 

American Archive of Broadcasting: This archive collects manuscripts and 
personal papers o f television and radio personalities and more than 20,000 radio 
and television scripts. 

Annenberg Television Script Archive: This collection includes more than 
29,000 television scripts, including the T V Guide Collection and ABC Soap Op­
era Collection. * 

Archives of Labor and Urban Affairs: These archives collect and preserve re­
cords of the American labor movement, wi th special emphasis on industrial 
unionism and related social, economic, and political organizations in the United 
States and also historical records'related to urban affairs. 

bfl Collections (The British Film Institute National Film and Television Ar­
chive): These collections include animated, avant garde, and gay and lesbian 
works, plus documentaries, early and silent films, and materials related to film and 
television, such as stills, posters, and designs. 

CNN World Report Television Archive (Texas Tech University): This archive 
collects all episodes of the weekend C N N World Report television program. 

Drew}s Script-O-Rama: This collection contains full-text screenplays from 
motion pictures. The screenplays can be downloaded for free in electronic text 
form. 

George Eastman House Motion Picture Collection: This collection contains 
more than 17,000 films produced from 1894 to present, including a silent film 
collection, the M G M Studio Collection, shorts, documentaries, and newsreels. 

Human Studies Film Archives: These archives include a broad range of 
ethnographic and anthropological moving image materials and also related docu-
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mentation including audio tapes, stills, manuscripts and other associated texts, 
field notes, camera and sound logs, and production logs. 

Library of Congress Motion Picture, Broadcasting and Recorded Sound Divi­
sion: This collection includes films produced from 1918 to 1955 for Black audi­
ences, cartoons produced by Warner Brothers before 1949, and a large collection 
o f works shot by anthropologist Margaret Mead, plus the N B C Television Collec­
t ion of more than 18,000 programs aired from 1948 to 1977 and also 30,000 
videotapes of PBS shows. 

Television News Archive (Vanderbilt University): This archive has all network 
news broadcasts from 1968 to the present plus more than 9,000 hours of special 
news-related programming, such as coverage of special national and international 
events, indexes and abstracts are available online. 

UCLA Film and Television Archive: This archive contains 220,000 films, 27 
million feet o f newsreel footage, and television programs, including the ABC Col­
lection o f nearly all prime time programs airing on the network from the 1950s to 
die 1970s and nearly 10,000 T V commercials dating from 1948 to the 1980s. 

i7SC Cinema Television Library and Archives of the Performing Arts: These 
archives include books and periodicals on all aspects of film and television, along 
wi th clipping files, recorded interviews, scripts, stills, pressbooks, scrapbooks, 
video cassettes, and discs of feature films, as well as audiotapes. 

Literary and General Corpora 

Corpus Linguistics: This online source has a list of links to sites with corpora, 
including literary corpora and transcripts and samples of ordinary spoken lan­
guage representing a variety of dialects and eras. 

Project Gutenberg: This collection archives thousands of free electronic 
texts, ranging from light literature (e.g., the Sherlock Holmes and Tarzan books) 
to more serious works (e.g., The Bible, works of Shakespeare, Poe, and Dante) to 
reference works (e.g., Roger's Thesaurus, various almanacs). 

Other Archives 

The Political Communication Center (University of Oklahoma): This collec­
tion contains more than 56,000 radio and television commercials representing 
candidates running for offices from the U . S. Presidency all the way down to 
school boards, commercials by political action committees, ads sponsored by cor-
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porations and special interest groups on public issues, and commercials done for 
foreign elections. 

Murray Research Center: This center collects data extracted from many 
types o f subjects through a variety o f research methods. Also included i n the ar­
chive are videotaped data of over 1,200 hours of human interaction plus some 
audiotaped data. 
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In the 1960s, the Ohio State Bar Association (OSBA) wanted to bui ld a cen­
tralized computer database containing the case law o f Ohio and other 

states. They contracted w i t h a small Ohio company, Data Corporation, to 
build this system, but before the project got underway, Data Corporation was 
purchased by the Mead Corporation, a large manufacturer of paper and print­
ing products headquartered i n Dayton, Ohio. A t first unaware o f the OSBA 
contract, Mead eventually rose to the challenge, establishing a special division 
for the development of the project, Mead Data Central. Its creation, the 
LEXIS legal database, contained case law o f only two states (Ohio and New 
York), federal case law, and federal statutes, on its debut in 1973 (Emanuel, 
1997). . 

By the time Mead sold the system to Reed Elsevier Inc. i n 1994, i t had de­
veloped perhaps the most comprehensive and well-constructed message ar­
chive on earth. To the legal holdings (LEXIS), they added news sources 
(NEXIS). W i t h 10,200 different databases, the bundle of services adds nearly 
15 mil l ion documents each'week. There are approximately 2.5 bi l l ion docu­
ments online. A l l databases are " f u l l text searchable," meaning that the user 
may specify any word or string of characters, and due to the unique organizing 
patterns of the system, all documents containing that string w i l l be located al­
most instantly. The selected documents may be downloaded in their entireties 
and saved i n text format, compatible w i t h virtually all word-processing pro­
grams. (See The Content Analysis Guidebook Online for current information 
and links.) 
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Today, the NEXIS side of the system includes all stories f rom most major 
and many minor newspapers, many magazines and trade journals, transcripts 
o f T V and cable news programs, and transcripts o f radio news (e.g., f rom N P R 
and BBC). The LEXIS-NEXIS services are not—nor were they ever—in­
tended to meet the needs o f a content analyst. I t is only by virtue o f its exten­
sive and systematic database storage, search, and download capabilities that 
NEXIS has unintentionally become a vital resource for media content analysts. 

The content analysis user should be wary o f LEXIS-NEXIS Academic 
Universe, what some call "LEXIS-NEXIS L i te , " a partial application o f the 
services that is widely available at public and nonlaw college libraries. This ab­
breviated version is insufficient for content analysis research, i n that the user 
cannot always control precisely which publications are being searched, many 
of the publications available on the ful l LEXIS-NEXIS system are not included 
in this l imited database, and articles may not be downloaded and may be 
printed only one at a time (Quinn , 2000). 

The ful l LEXIS-NEXIS bundle o f services is expensive and not available at 
all libraries. The user may need to acquire access through a law school, law 
firm, or other business that subscribes to the service. When access is acquired, 
the user w i l l probably have access to some type of manual or documentation. 
However, these reference sources are generally oriented to the legal user 
rather than the scientific user. Thus, the user wi l l find no reference to random 
sampling, sampling frames, or any other scientific terminology. 

W i t h that in m i n d , here are some tips for the content analyst using NEXIS. 

• The user should acquaint himself or herself w i t h all the NEXIS holdings 
by exploring all the "source" databases online (click o n each " I " but ton 
for " informat ion") . New publications are added to the databases regu­
larly, so published lists are likely t o be inaccurate. 

• The user should be cautious about using grouped sources, such as 
"News Group Fi le" or "Major Newspapers" for any longitudinal 
(over-time) study, because o f the changing lists o f included publica­
tions. For example, practically iji?ysearch on a given topic f rom 1990 to 
2000 w i l l show exponential growth in the number o f articles—due to 
added publications, rather than heavier news coverage. 

o By clicking the "By Individual Publication" folder and then the " I " but­
ton for an individual publication, the user may view a "Source Informa­
t i o n " page that includes valuable background information about the 
publication and the methods of NEXIS annotation for an article f rom 
that publication. The Source Information page often includes a Sample 
Document from that publication. I t is important that the Source Infor­
mation page also includes the date o f first NEXIS coverage for that pub­
lication. Which leads us to . . . 
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It 's surprising how late some publications were to jo in the NEXIS data­
base. Even some major newspapers were slow to switch to computer 
technologies allowing digital uploads to the NEXIS databases. For ex­
ample, the Cleveland Plain Dealerwcnt online w i t h NEXIS on Novem­
ber 1 , 1992, so no stories prior to that date are i n the NEXIS system. 
When planning a study, the user should check the "Coverage" informa­
t ion on each publication's Source Information page, to determine the 
earliest coverage date. 

Instead o f having to deal wi th the shifting sands of the grouped sources, 
the content analyst w i l l probably prefer to search specified individual 
publications or a set o f combined sources that he or she selects. How­
ever, there are some serious limitations to the process o f combining 
sources, such as the requirement i n the typical Web interface (vs. the al­
ternative dial-up interface) that combined files all be on the Web page 
the user is currendy viewing (which is usually a list o f publications be­
ginning w i t h the same letter o f the alphabet). 

The selection o f publications available i n the NEXIS databases is rather 
unpredictable (e.g., i t has Entertainment Weeklybxxt not TV Guide). I t 
seems somewhat biased toward U.S. sources (except for international 
wire services, the international sources are spotty) and business publica­
tions and, i n general interest magazines, away f rom publications aimed 
at special audiences, some of which may be of interest to a content ana­
lyst. For example, most of the traditional women's magazines are not i n ­
cluded—Ladies Home Journal, Women's Day, Good Housekeeping. Nor 
is the popular publication o f the AARP, Modern Maturity. However, 
NEXIS does cover some amazingly specialized tirade publications, such 
as Beverage World, Coal Week, and Ice Cream Reporter. 

For searching, LEXIS-NEX1S uses Boolean searching, a relatively com­
mon system o f logical operators. The user should consult an in-depth 
source for more details (e.g., Emanuel, 1997), but the fol lowing exam­
ples provide some of the basics of Boolean searching for LEXIS-NEXIS: 

The command will find any article containing 

cat AND do$ both cat and dog in it 
cat OR dog cat alone, dog alone, or both cat and dog in it 
cat AND NOT dog cat in it, but not dog 
catW/S dog ' cat within the same sentence as dog 
csiW/P dog cat within the same paragraph as dog 
catW/N 5 dog ' cat within 5 words either direction of dog 
catVKE/N 5 dog . cat within the 5 words preceding dog 
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The system uses two types of wild-card characters:! for multiple unspecified char­
acters and * for a single unspecified character. For example, 

The command will find any article containing 

electrocut! any word that begins with "electrocut," including "electrocute," 
"electrocution," and "electrocutions" 

electrocut* any word that begins with "eiectrocut" and has only one more 
character, including "electrocute," but not including 
"electrocution" or "electrocutions" 

O f course, the user may string Boolean language together to formulate complex 
search commands. The order o f operation is such that all ORs are executed first, 
then all other commands in the order they appear. The use of parentheses can 
change the order in which connectors operate. For example, 

The command will find any article containing 

execut! OR eiectrocut! any word that begins with "execut," any word that 
OR {capital W/N 3 punishment) begins with "electrocut," any phrase in which the words 
OR death penalty "capital" and "punishment" appear within 3 words of 

one another (e.g., "capital punishment"), or the precise 
phrase "death penalty" 

1 

• I n addition to Boolean searching for text strings, LEXIS-NEXIS also al­
lows searches by author, dateline, and, depending on the publication, a 
variety o f other segments. For example, i n the New York Times, 40 dif­
ferent searchable segments are available, such as organization, person, 
state, industry, length o f article, and geographic location. The user is 
also able to restrict the search to certain dates or ranges o f dates. 

e The search protocol has some idiosyncracies to be aware of: I t treats sin­
gular and plural forms o f a word as the same, which is not always desir­
able f rom a scientific standpoint (e.g., a search for the sports team the 
"Browns" w i l l also find every use o f the word brown). There are a num­
ber o f automatic equivalents (e.g., " 1 8 t h " and "eighteenth" are treated 
as the same thing) . I t does not recognize hyphenated words. A n d there 
are certain common usage "noise words" that cannot be searched for 
(e.g., who, then). 

® The Boolean search language must be precisely what the researcher 
wants (a good validity check, actually). A slight difference i n the search 
wording can make a big difference in the results. For example, a search 
of the Cleveland Plain Dealer for the years 1992 through 2000 for "Tai ­
wan's presidential election" netted 6 hits, while the similar "Taiwan 
A N D presidential election" netted 69 hits. 
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o Each search is l imited to 1,000 hits. This often requires multiple 
searches segmented by years. (This l imitation does not apply to the 
dial-up interface.) 

» Each download is limited to 200 articles, which can make the down­
loading process quite tedious. I n addition, i f the user is downloading to 
floppy disk, he or she should be aware that there is no notification given 
i f the disk fills before all 200 articles are downloaded. 

» Once a search is complete, the user may obtain a cite list, which lists and 
numbers all the hits, giving each article's t i t le , date, and publication. A t 
this point, the user may download #//entries on the cite list or may sam­
ple by typing in the numbers of the desired articles. Thus, the user may 
engage i n systematic random sampling (e.g., downloading articles 3, 
13, 23, 33, etc.) or SRS (using random numbers f rom a table to select, 
e.g., downloading.articles 32,17, 06, 29, 5 1 , etc.). 

• The articles must be screened for relevance. Even the best-designed 
search criteria w i l l result i n some nonsensical hits. For example, in a 
search for stories about the Cleveland Browns football team, the search 
term "browns" generated a fair number o f "h i t s " that were obituaries 
for people named Brown, stories about food (e.g., "hash browns") , and 
nature and garden stories (e.g., "the autumn golds and browns"). 

f A n d of course, before submitting the text to a computer text content 
analysis program, each story needs to be cleaned up, by deleting header, 
footers, and other annotations not part o f the original story as i t ap­
peared i n the publication. The user should be aware that photos are not 
part o f the NEXIS databases, although cutlines for the photos are. 





R E S O U R C E 

Computer Content 
Analysis Software 

Paul D . Skalski 

This appendix provides information about quantitative computer text anal­
ysis software. Table R3.1 lists quantitative text analysis programs and 

highlights key features of each. Additional information about each program is 
included i n Part I , which follows. This list owes much to the work of Popping 
(1997), Evans (1996), Alexa and Zueli (1999), and numerous Web site au­
thors who have previously compiled lists o f quantitative text analysis software. 
Part I I o f this Resource focuses on one basic text analysis software program, 
VBPro. 

Although Table R3.1 contains a sample o f some o f the best programs cur-
rendy available, i t is not comprehensive; for an exhaustive list of quantitative 
text analysis programs, we recommend visiting Harald Klein's text analysis re­
sources page, which can be accessed through The Content Analysis Guidebook 
Online. This companion site to the book also contains a more up-to-date list o f 
programs, including qualitative and audio and video content analysis pro­
grams and links to the program Web sites whenever possible. The site can be 
accessed at the following U R L : http://academic.csuohio.edu/kneuendorf/ 
content. 

P a r t I . Q u a n t i t a t i v e C o m p u t e r T e x t A n a l y s i s P r o g r a m s 

The programs listed i n Table R3.1 were identified i n a search o f published 
sources and Web sites. The table presents the following information about 
each program (numbers correspond to table columns, f rom left) : 
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1 . Program name 

2. Operating system 

3. Freeware (yes or no) 

4. Demo availability (yes or no) 

5. Cases analyzed at once (single or multiple) 

The table also indicates (yes or no) whether the programs can perform the follow­
ing common text analysis functions: 

6. Frequency list 

7. Alphabetical list 

8. Mult i -unit data file output (in case-by-variable form) 

9. Key word in context (KWTC) or concordance 

10. Coding with a built-in (standard) dictionary 

11. Coding wi th a user-created (custom) dictionary 

12. Specialty analyses 

The functions are explained in the VBPro section to follow. A n elaboration on 
each column in Table R3.1 can be found in Chapter 6. 

The annotated list to follow provides a capsule description for each pro­
gram listed i n Table R3.1.The list contains (a) the name o f the program, (b) a 
brief description, and (c) at least one published reference ( i f available), either 
reporting on the program or about research i n which the program was used. 
Following the reference(s), the designation "Web site" indicates that there is a 
program Web site f rom which additional information can be obtained; visit 
The Content Analysis Guidebook Online for a l ink to the site. 

A research team also evaluated several o f the programs from Table R3.1 . 
The results of our tests, along w i t h sample output from each program, can also 
be viewed at The Content Analysis Guidebook Online. 

The VBPro program receives special attention i n this Resource for several 
reasons. First, i t performs all key computer text analysis functions, making i t a 
good vehicle through which to explain the typical process and principal func­
tions of a computer text analysis. Second, the program is available free online. 
I f you are a beginner to computer text analysis, we recommend trying VBPro 
first to get a feel for the technique. Our step-by-step guide i n Part I I of this Re­
source is designed to make the process o f using VBPro as simple as possible. 

V B P r o 

Description: VBPro outputs frequency and alphabetical word lists, key words in 
context (KWIC) , and coded strings of word-occurrence data based on user-de­
fined dictionaries. I n addition, it includes a multidimensional concept-mapping 
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sub-program called VBMap that measures the degree to which words co-occur in 
a text or series of texts. Miller, Andsager and Riechert (1998) used the program to 
compare the press releases sent by 1996 GOP presidential candidates to the cov­
erage the candidates received in the press. The program helped the researchers (a) 
generate a list of key words appearing i n the text and (b) generate a map showing 
the relative positions of candidates, in both press releases and media coverage, to 
each other and on key issues in the election (e.g., family values, education). The 
program runs under DOS and is available for free from the software author's Web 
site. 

Criteria From Table 

UnitofAnalysis:VBJ?m can analyze sentences, paragraphs or cases. Users can 
combine all o f their text into a single text file to simplify the analysis process. 

Frequency and Alphabetical Output: Alphabetical output includes the name 
of the word and frequency o f occurrence (e.g., conservative, 12). Word frequency 
output (listed from most frequent to least occurring) includes the word name, 
number o f occurrences, and percentage o f tokens (or total words) that the word 
represents (e.g., liberal, 11, 0.750).The frequency command also produces a 
type/token frequency and ratio and the occurrence rates o f tokens. 

Multi-Unit Data File Output: Refers to grid-like frequency output suitable 
for import into a statistical analysis package (e.g., SPSS), typically wi th case or unit 
numbers on the vertical axis and dictionary terms on the horizontal, as in this par­
tial example. 

Case 

Dictionary Counts by Term 

Case Liberal Political Blame Other 

1 5 12 3 — 
2 2 5 4 — 

and so on . . . — . — — — 

Through the CODE command, VBPro can give multiunit data file output, dis­
playing frequency information about each dictionary category for each case (e.g., 
each news story in a text file of 100 stories). 

ICWIC or Concordance: K W I C can be generated through the SEARCH 
function of VBPro. Each time a dictionary term occurs, the entire unit o f analysis 
(e.g., sentence) wil l appear i n the SEARCH output with the keyword designated 
by marks ( e . g . , . . . due to the leftist principles o f . . . ) . After the K W I C analyses, 
the SEARCH command outputs summary information, including number of 
cases, sentences, and paragraphs containing the dictionary terms. 
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Coding With Dictionary: Once a dictionary is prepared, the VBPro CODE 
command can code a text file based on the dictionary terms. This type of coding is 
done on a case-by-case basis within a single text file. The comma-delimited text 
output file from C O D E can then be imported into a statistics program (e.g., 
SPSS) for further analysis. 

Specialty Analyses: VBPro can also perform concept mapping through a 
subprogram called VBMap (see earlier "Description" section and Chapter 6 for 
more information). 

Developer: M . Mark Miller 

References: Dyer (1994a, 1994b); Dyer, Miller, and Boone (1991); Miller et al. 
(1992); Miller et al. (1998); Miller and Denham (1994); Web site 

C A T P A C 

Description: CATPAC reads text files and produces a variety of outputs ranging 
from simple diagnostics (e.g., word and alphabetical frequencies) to a summary of 
the main ideas i n a text. I t uncovers patterns of word usage and performs analyses 
such as simple word counts, cluster analysis (with icicle plots), and interactive 
neural cluster analysis. A nifty add-on program, called Thought View, can gener­
ate two and three-dimensional concept maps based on the results of CATPAC 
analyses. One especially neat feature of Thought View allows users to look at the 
results through 3-D glasses and experience MDS-style output like never before! 

Developer: Joseph Woelfel 

References: Doerfel and Barnett (1999), Salisbury (in press); Web site 

Computer Programs for Text Analysis 

Description: This is not a single computer program but rather a series of separate 
programs. Each performs one or two basic functions, including analyzing appear­
ances of characters i n a play (ACTORS program), getting K W I C ( C O N C O R D 
program), computing the amount of quotation in texts ( D I A L O G program), and 
comparing the vocabulary of two texts ( I D E N T program). The programs seem 
ideal for literary-type analyses. 

Developer: Eric lohnson, 

Reference: Web site 

Concordance 2.0 

Description: This program allows users to make concordances on texts of any 
size. Program functions include (a) making one concordance from multiple input 
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files; (b) sorting output according to length, frequency, alphabetical listing, and 
other criteria; and (c) making Web concordances, which allow users (and Web 
surfers) to point to a word in an online text and retrieve concordance informadon 
instandy, through the magic of hypertextuality. A demo ofWeb concordances can 
be found on the program Web site. 

Developer: R. J. C. Watt 

Reference: Web site 

I n addition to the Concordance, several other programs are available, pr i ­
marily for K W I C analyses, such as MonoConc and ParaConc. Information on 
these programs can be found at The Content Ana-lysis Guidebook Online. 

D i c t i o n 5.0 

Description: Dicdon 5:0 contains a series of built-in dictionaries that search text 
documents for five main semantic features (activity, optimism, certainty, realism 
and commonality) and 35 subfeatures (including tenacity, blame, ambivalence, 
motion, and communication). After the user's text is analyzed, Diction compares 
the results for each of the 40 dictionary categories to a provided normal range of 
scores established by running more than 20,000 texts through the program. 
Users can compare their text to either a general normative profile of all 
20,000-plus texts or to any of six specific subcategories of texts (business, daily 
life, entertainment, journalism, literature, politics, and scholarship) that can be 
further divided into 36 distinct type.s (e.g., financial reports, computer chat lines, 
music lyrics, newspaper editorials, novels and short stories, political debates, so­
cial science scholarship). I n addition, Diction outputs raw frequencies (in alpha­
betical order), percentages, and standardized scores; custom dictionaries can be 
created for additional analyses. 

Developer: Roderick P. Hart 

References: Hart (1985,2000a); Hart and Jarvis (1997); Web site 

D I M A P - 3 

Description: D I M A P stands for Dictionary MAintenance Programs, and its pri ­
mary purpose is text content analysis dictionary development. The program in­
cludes a variety of tools for lexicon building rooted in computational linguistics 
and natural language processing (Litkowsld, 1992). W i t h D I M A P , users can 
build, manage, edit, maintain, search, and compare custom and established dic­
tionaries. The program also includes a text analysis module called M C C A (the 
" l i t e " version of which is described later), providing printing of output, addi­
tional co-occurrence analyses, and multidimensional scaling o f matrices measur-
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ing the distance of texts. A new version of the program, DIMAP-4 , is now avail­
able in a beta version. 

Developer; Ken Litkowski 

References: Litkowski (1978); Litkowski (1992); Web site 

General I n q u i r e r ( I n t e r n e t vers ion) 

Description: This venerable, still widely used program has found new life on the 
World Wide Web. The online version of the General Inquirer gets our vote for the 
simplest and quickest way to do a small-scale computer text analysis—simply visit 
the Internet General Inquirer site, type or paste some text into a box, click "sub­
m i t , " and your text wil l be analyzed. The Internet General Inquirer codes and 
classifies text using the Harvard IV-4 dictionary, which assesses such features as 
valence, Osgood's three semantic dimensions, language reflecting particular in­
stitutions, emotion-laden words, cognitive orientation, and more. The program 
also returns cumulative statistics (e.g., simple frequencies for words appearing i n 
the text) at the end o f each analysis. A stand-alone computer-based version of the 
program, which can process multiple cases, is now available free to academics and 
nonprofit organizations. See the program Web site for more information. 

Developers: Phillip J. Stone, The Gallup Organization, and Vanja Buvac (Web 
version) 

References: Kelly and Stone (1975); Stone et al. (1966); Web site 

I N T E X T 4 . 1 

Description: I N T E X T is a program designed for the analysis of texts in the human­
ities and the social sciences. I t performs content analysis, text analysis, indexing, 
concordance, ICWIC, KWOC (key word out of context), readability analysis., per­
sonality structure analysis, word lists, word sequence, word permutation, stylist-
ics, and more. The content analysis module allows interactive coding and can han­
dle ambiguous or negated search patterns. I n dictionaries, search patterns can be 
single words, phrases, or co-occurences. 

Developer: Harald Klein 

References: Klein (1991); Web site 

Lexa (Vers ion 7 ) 

Description: Designed with linguists in mind, Lexa Corpus Processing Software is 
a suite o f programs for tagging, lemmatization, providing type/token frequency 
counts, and conducting several other forms of computer text analysis. 



THE CONTENT ANALYSIS GUIDEBOOK 

Developer: Raymond Hickey 

Reference: Web site 

U W C (Lingust ic I n q u i r y and Word C o u n t ) 

Description: L I W C was developed for researchers interested in emotional, cogni­
tive, social, or other psychological processes. Using internal dictionaries, the pro­
gram analyzes individual or multiple text samples along 72 dimensions, including 
psychological constructs (e.g, affect and cognition), personal-concern categories 
(e.g, work, home, and leisure activities), and standard linguistic dimensions (e.g., 
percentages of pronouns and articles). The various dictionaries have good 
psychometric properties. L I W C can also analyze up to 100 dimensions wi th cus­
tom dictionaries. Individual files can be automatically divided and analyzed in 
units set by the user. 

Developers: James W Pennebaker and Martha E. Francis 

References: Gunsch, Brownlow, Haynes, and Mabe (2000); Pennebaker and 
Francis (1999); Pennebaker, Francis, and Booth (2001); Web site 

M C G A L i t e 

Description: Though somewhat hampered by quirks such as limited function 
availability, the " l i t e " version o f M C C A analyzes text by producing frequencies, 
alphabetical lists, K W I C , and coding with built-in dictionaries. The built- in dic­
tionaries search for traditional, practical, emotional, and analytic contextual d i ­
mensions and emphases among 116 idea categories, such as physical descriptions; 
role, time, emotion, traditional and analytic nouns; positive and negative adjec­
tives; control, analysis, deviance, activity, pressure, and negative and positive reac­
tion verbs. The program's window-driven output makes sorting and switching 
between results easy. MCCALite also includes a multiple-person transcript analy­
sis function suitable for examining plays, focus groups, interviews, hearings, T V 
scripts, and other such texts. 

Developers: Donald G. McTavish and Ellen B. Pirro 

References: McTavish and Pirro (1990); Web site 

M E C A . 

Description: M E C A , which stands for Map Extraction Comparison and Analysis, 
contains 15 routines for text analysis. Many of these routines are for doing cogni­
tive mapping and focus on both concepts and the relations between them. There 
are also routines for doing more classic content analyses, including a muitiunit 
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data file output routine that shows the number of times each concept appears in 
each map. 

Developer: Kathleen Carley, 

References: Carley (1993, 1997a, 1997b) 

P C A D 2000 

Description: PCAD 2000 applies the Gottschalk-Gieser content analysis scales, 
which measure die magnitude of clearly defined and categorized mental or emo­
tional states, to transcriptions of speech samples and other machine-readable 
texts. In addition to deriving scores on a variety of scales, including anxiety, hos­
tility, social alienation, cognitive impairment, hope, and depression, the program 
compares scores on each scale to norms for the demographic groups of subjects. 
I t can also explain the significance and clinical implications of scores and place 
subjects into clinical diagnostic classifications derived from the Diagnostic and 
Statistical Manual o f Mental Disorders, Fourth Edition (DSM-IV) , developed by 
the American Psychiatric Association. 

Developers: Louis Gottschalk and Bob Bechtel 

References: Gottschalk (1995); Gottschalk & Bechtel (1993); Gottschalk & 
Gleser (1969); Gottschalk, Stein, Sc Shapiro (1997); Web site 

S A L T (Systematic Analysis o f Language Transcripts) 

Description: This program is mainly designed to help clinicians identify and docu­
ment specific language use problems. I t executes myriad analyses, including types 
of utterances (e.g., incomplete, unintelligible, nonverbal), mean length o f utter­
ances, number and length of pauses and rate of speaking, and frequencies for sets 
ofwords (e.g., negatives, conjunctions, and custom dictionaries). The Salt Refer­
ence Database, described online, allows users to compare the results o f their 
SALT analyses to normative language measures collected via a sample of more 
than 250 children o f various ages, economic backgrounds, and abilities in the 
Madison, Wisconsin area plus rural northern Wisconsin. 

Developers: Jon F. Miller, Robin S. Chapman, and Ann Nockerts 

Reference: Web site 

S W I F T 3.0 

Description; SWIFT (Structured Word Identification and Frequency Table) is a 
program designed for the analysis of many short passages of text (e.g., abstracts, 
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open-ended questionnaire responses). The program outputs word occurrence 
frequencies based on user-defined dictionary terms and the output can be im­
ported into statistical software for further analysis. According to the program 
Web site, SWIFT now 

serves mainly as a introductory-level program that does a few things very 
well but is not up to snuff as a general purpose CATA p r o g r a m . . . . I t is 
still very good (the best in the author's humble opinion) for analyzing a 
large set of short responses to open-ended questions. 

Developer: Ronald B. Heady 

Reference: Web site 

T e x t A n a l y s t 

Description: TextAnalyst seems to be designed primarily for managing texts, but it 
has some functions of use to content analysts. I t contains neural network technol­
ogy for the structural processing of texts. This technology helps manage large 
amounts of textual information and can be applied effectively to perform the fol­
lowing tasks: creation of knowledge bases expressed in a natural language; cre­
ation of hypertext, searchable, and expert systems; and automated indexing, topic 
assignment, and abstracting of texts. 

Developer; Megaputer Intelligence Inc. 

Reference: Web site 

TEXTPACK 7.0 

Description: The TEXTPACK program, which was originally designed for the 
analysis of open-ended survey responses, has been broadened in recent years to 
include many aspects of CATA and most o f content analysis. I t produces word fre­
quencies, alphabetical lists, K W I C and KWOC searches, cross-references, word 
comparisons between two texts, and automatic coding based on user-created dic­
tionaries. This multiunit data file output can be imported in statistical analysis 
software. A Windows version of the program is now available. 

Developers: Peter Ph. Mohler and Cornelia Zuell 

References: Olsen (1989); Web site 

TextQuestl.05 

Description: This is the Windows version of Intext, described earlier. I t performs 
most of the Intext analyses in the current version but through an easier-to-use 
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Windows interface. A new add-on program, TextGrab, captures whole Web sites, 
copies them to a hard drive, and formats them for TextQuest analyses. 

Developer: Harald Klein 

Reference: Web site 

TextSmart by S P S S 

Description: This software, designed primarily for the analysis of open-ended sur­
vey responses, uses cluster analysis and multidimensional scaling techniques to 
automatically analyze key words and group texts into categories. Thus, it can 
code, so to speak, without the use of a user-created dictionary. TextSmart has a 
pleasant, easy-to-use Windows interface that allows for quick sorting o f words 
into frequency and alphabetical lists. I t also produces colorful, rich-looking 
graphics, such as bar charts and two-dimensional MDS plots. 

Developer: SPSS 

Reference: Web site 

WordStat v3 .03 

Description: This add-on to the SimStat statistical analysis program includes sev­
eral exploratory tools, such as cluster analysis and multidimensional scaling, for 
the analysis of open-ended survey responses and other texts. I t also codes based 
on user-supplied dictionaries and generates word frequency and alphabetical lists, 
KWIC, multi-unit data file output, and bivariate comparisons between sub­
groups. The differences between subgroups can be displayed visually in high-
resolution line and bar charts and through 2-D and 3-D correspondence analysis 
biplots. One particularly noteworthy feature of the program is a dictionary-
building tool that uses the WordNet lexical database and other dictionaries (in 
English and five other languages) to help users build a comprehensive categoriza­
tion system. 

Developer: Provalis Research 

Reference: Web site 

Part I I : VBPro How-To Guide 
and Executional Flowchart 

This how-to guide takes you through a typical VBPro session. (See also the 
flowchart that follows.) For information about how to get a free copy o f 
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VBPro, visit The Content Analysis Guidebook Online. The VBPro program i n ­
cludes a copy o f the official, complete VBPro User's Guide, which contains 
in-depth information on all o f the topics mentioned here. 

Preparation: Before starting VBPro, there are a few preparatory steps that may 
need to be taken. First, i f you plan to analyze several cases o f data (e.g., single 
news stories in a file of news stories), each case should be identified ( I D ' d ) wi th a 
" # " sign followed by numbers, as i n " # 0 0 1 . " Second, i fyou plan to code with a set 
of custom dictionaries, they should be created at this point. A user-created dictio­
nary file in VBPro consists o f search categories of interest (i.e., dictionaries) sepa­
rated by » « marks above each entry ( e . g . , » colors « , wi th red, blue, green, 
etc., on their own separate lines underneath). 

Tips: Here are some additional preparatory steps that we've come up w i t h , 
based on our own experience with the program: 

1 . Delete all # signs before adding IDs to your text file. 

2. Make sure all IDs are left justified and each is located on its own line. 

3. Bracket all material that you do wof wish to have included in your analysis, 
using the characte/s [ and ] . Al l other brackets should be removed, as the 
material enclosed by them will be ignored by VBPro. 

4. Change ellipses wi th embedded spaces to strings wi th no spaces ( " . . . " 
becomes " . . . " ) . 

5. Change hyphens to spaces ("ticket-holder" becomes "ticket holder"). 

Note that most of these changes can easily be done with the "Find and Replace" 
tool on popular word-processing packages. 

Step 1 : Save your text and dictionary ( i f used) in the VBPro program directory 
(e.g., C:\VBPro) in ASCII-DOS format. I f done properly, both files should now 
have an .asc extension (e.g., JOKES.ASC, DICT.ASC). As you move through the 
process of using VBPro, you wil l notice that the dictionary file (DICT.ASC) is re­
quired for several functions: CODE, SEARCH, and MAP. Your dictionary file 
should be the same for all three applications in any given text analysis. 

Step 2: Open VBPro and format your ASCII text using the FORMAT function. 
Note that VBPro does not support the use o f a mouse. A l l commands must be ex­
ecuted with a keyboard. To select functions from the main screen, press the con­
trol (Ctrl) key and the first letter of the function simultaneously (e.g., " C t r l + F " 
for FORMAT) . Follow the directions in the format menu. After you do so, the 
format window should say "Formatted File Saved: [filename].frm" (e.g., 
JOKES .FRM). 

file://C:/VBPro
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Once your text is formatted, you have three immediate choices: 

Step 3a: One choice is to have the text words sorted i n alphabetical order along 
with each word's frequency of occurrence (e.g., conservative, 12). The ALPHA­
BETIZE function does this. Enter the ALPHABETIZE menu and follow the in­
structions. The alphabetical words file will be saved in your VBPro directory wi th 
an .alf extension (e.g., JOKES.ALF). 

Step 3b: Another choice is to code your text using custom dictionaries. The 
VBPro C O D E command produces multiunit data file output (illustrated earlier 
in this Resource) based on user-created dictionaries. To run CODE, enter the 
code menu and follow the instructions. Say "yes" to "Ignore Caps?" and be sure 
to input the name of your dictionary file (e.g., DICT.ASC)and output file. The 
coded data file wi l l be saved in your VBPro directory w i t h the name and extension 
of your choice (e.g., JOKES.COD). 

Step 3c: A third choice is to have VBPro perform a K W I C analysis of your text. 
The SEARCH command does this. Like C O D E , SEARCH requires user-created 
dictionaries. K W I C output wil l be returned for all dictionary terms. To run 
SEARCH, enter the menu and follow the on-screen instructions. Be sure to input 
the dictionary name and an output file name of your choice. The K W I C analysis 
wil l be saved in the VBPro directory with the name you specify (although again, 
we recommend a standard .src extension, e.g., JOKES.SRC). 

Step 4: The saved alphabetical file can be used to create a frequency output file. 
Though the ALPHABETIZE command gives a simple frequency figure, the 
R A N K command gives some additional statistics, including percentage of occur­
rence for each term compared to all terms and a variety of type/token measures. 
To produce frequency information, select R A N K from the main VBPro menu 
and simply indicate the name of your alphabetical file. The frequency file wil l be 
saved in the VBPro directory with an .frq extension (e.g., JOKES.FRQ). 

Step 5: Using a separate, optional program available at the developer's Web site, 
the SELECT function compares two different alphabetized lists (i.e., two alf. 
files). The top 200 word frequency differences between the lists are identified and 
analyzed using a chi-square test. The output of this analysis is written to a file with 
a .set extension (e.g., JOKES.SCT). 

Step 6: A final option, concept mapping, can be performed through the VBMap 
subprogram (vbmap.exe in your VBPro directory). Concept mapping generates a 
matrix of dimensional coordinates that can be used to construct a tliree-dimen-
sional map of concepts (dictionaries), in which the proximities between terms are 
indicative of the degree to which they tend to co-occur. To run VBMap, you first 
need coded output, which can be obtained through the CODE function. The 
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coded output must then be entered into VBMap, which, using the dictionary files 
(e.g., DICT.ASC), produces the dimensional coordinates—but not the actual 
three-dimensional representation of concepts. The dimensional coordinates 
alone are written to a file with a .uns extension automatically provided (e.g., 
JOKES.UNS), and output, including eigenvalues, coordinates, percentage total 
variance per eigenvector, and cumulative percentage total variance, are provided 
in a file with a .map automatic extension (e.g., JOKES.MAP). To subsequendy 
obtain a visual map of the results, you need to import the output from VBMap 
into a program with graphics capabilities (e.g., SPSS or Thought View). I f SPSS is 
used, the concepts can be visually mapped with the "Scatterplot" selection under 
the "Interactive graphs" menu. See Figure 8.7 for an example of a VBPro 3-D 
concept map. 

Figure R3.1 presents a flowchart indicating the range of analyses that 
VBPro performs and the steps that must be taken to execute and access each 
type o f analysis. The file name JOKES.ASC refers to a sample file o f jokes, and 
the file name DICT.ASC refers to a multiconcept dictionary file. Examples of 
dictionary files and VBPro output can be found at The Content Analysis Guide­
book Online. 
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Figure R3.1. VBPro Flowchart 





R E S O U R C E 

An Introduction to PRAM— 

'he PRAM computer program is a new Windows-based application for the 
JL PC, designed to simplify the calculation of intercoder reliability coeffi­

cients when more than two coders are used. A n academic version of the pro­
gram is available free o f charge to readers o f The Content Analysis Guidebook. 
This version provides the ful l complement of intercoder reliability statistics 
(see the discussion to follow) but is l imited as to file size. The professional ver­
sion o f the program is available for purchase from the program's authors (sec 
The Content Analysis Guidebook Online). PRAM requires an input data file 
that is formatted for Excel (with an ,xls extension; the SPSS program has the 
capability o f saving data files as .xls). 

The file must be structured in the following way: (a) The first column 
must contain the coder IDs in numeric form, (b) the second column must con­
tain the unit (case) IDs in numeric form, and (c) all other columns may contain 
numerically coded variables, wi th variable names on the header line. A l l reli­
ability cases may be included in a single file; the main feature of the program is 
its ability to organize data lines by coder IDs and unit IDs and to calculate reli­
ability coefficients for all pairs o f coders as well as for ail coders taken together. 

The program provides the following reliability statistics (see Chapter 7 for 
explanations and formulas). 

A Program for Reliability 
Assessment With Multiple < Coders 



2 4 2 T H E C O N T E N T A N A L Y S I S G U I D E B O O K 

For Coder Pairs Assumed Level of Measurement 

Percent agreement Nomina! 

Scott's pi Nominal 

Cohen's kappa Nominal 

Spearman rbo Ordinal (rank-order) 

Pearson correlation coefficient (r) Interval or ratio 

Lin's corcordance correlation coefficient (rc) Interval or ratio 

For Multiple Coders Assumed Level of Measurement 

Cohen's kappa for multiple coders Nominal 

ICrippendorfPs alpha Any (user selects) 

I n a Windows environment, the PRAM user may select the fol lowing for 
each analysis conducted: 

« The I D numbers o f the coders to be included 

® The variable names o f the measures to be assessed 

• The statistic to be calculated 

The output of P ^ A M is displayed on-screen and is savable to disk or drive. 
I f a coder pair coefficient is selected, the output presents (a) the selected reli­
ability coefficient for each and every variable specified for each pair o f coders 
separately and (b) the average of the selected reliability coefficient across all 
pairs o f coders. I f a multiple-coders coefficient is selected, the output presents 
the overall statistic for each and every variable specified. 

I n conducting analyses for all coder pairs separately, the program provides 
a diagnostic tool for identifying coders whose performance may be substan­
dard. The program also accommodates instances i n which not all coders ana­
lyze exactly the same units. Por each coder pair, P R A M matches all common 
units by unit IDs and calculates the coder pair reliability coefficients on the ba­
sis o f that common set. 



R E S O U R C E 

T he Content Analysis Guidebook Online supplements materials available i n 
this text w i t h an extensive array of content analytic resources. The site is 

divided into the following sections. 

C o n t e n t A n a l y s i s R e s o u r c e s 

This section of the site contains general information about The Content Analy­
sis Guidebook, including an annotated guide to each chapter. Links to other 
content analysis resources (e.g., other Web sites, articles, and manuscripts) are 
also provided. 

o Table o f Contents for The Content Analysis Guidebook 

« Annotations for each chapter, w i t h links 

» Content analysis flowchart (from the Guidebook) 

« Links to other content analysis sites 

« Links to articles and manuscripts on content analysis 

B i b l i o g r a p h i e s 

This section includes several bibliographies of content analysis studies and ar­
ticles. The main bibliography lists all research materials collected for this book 
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(including articles not cited herein). A "keyword search" function allows users 
to retrieve citations for articles addressing particular interests, ranging from 
television to psychology to content analysis methods. This section serves as a 
good starting point for any content analysis research endeavor or literature re­
view. 

» Bibliography for the Guidebook 

« Bibliography for content analysis citations from Communication 
Abstracts, 1990-1997 

M e s s a g e A r c h i v e s a n d C o r p o r a 

This section o f the site contains links to archive Web sites, arranged according 
to interest area (with an emphasis on media archives). Archive sites w i t h down­
loadable messages (i.e., electronic text) are listed first, followed by "informa­
tion only" Web sites. 

o Links by category 

R e l i a b i l i t y 

This section provides options for the computer-based calculation of 
intercoder reliability. 

« Description o f P R A M , the i r o g r a m for Reliability Assessment for 
Multiple Coders(with l ink) . 

» Using SimStat to calculate reliability (with link) 

H u m a n C o d i n g S a m p l e M a t e r i a l s 

This section contains sample coding materials from past studies on a variety of 
topics, including television, f i l m , and advertising. The coding materials for 
several studies mentioned i n this text (e.g., Smith, 1999) are listed here. The 
codebooks and coding forms are arranged by author name and project title i n a 
printer-friendly format (either H T M L or pdf) . 

» List o f content analysis projects (name and title only) 

« Individual project pages w i t h abstracts 

a Sample codebook(s) 

• Sample coding form(s) 
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C o m p u t e r C o n t e n t A n a l y s i s 

This section contains information on computer content analysis software. A l l 
o f the programs from Resource 3 are described here—further information and 
demos can be obtained through links to the official program Web sites, which 
are included. I n addition, the information on the quantitative computer text 
analysis software is augmented w i t h evaluation results from tests conducted on 
selected programs by a research team as well as sample dictionaries, runs, and 
output. 

« Evaluation page for computer text analysis programs 

« Links to text analysis sites 

• Sample runs and output 

• Sample dictionaries (custom and standard) 

• Links to audio-visual software supporting content analysis tasks 

» Links to psychological and linguistic testing 

o Introduction to VEPro (extension f rom Resource 3) 

Full details on each section of The Content Analysis Guidebook Online 
can be found on the site itself, located at http://academic.csuohio.edu/ 
kneuendorf/content. The site w i l l be updated as more information becomes 
available. Submissions o f additional materials (e.g., coding schemes) are 
welcomed. 

http://academic.csuohio.edu/
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